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Vandalism
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Vandalism is 

“an action involving deliberate destruction of 

or damage to public or private property.”



Vandalism is common on Wikipedia

The free encyclopedia that anyone can edit

4

Easy to add content

• Freely accessible

• Large reach

• Major source of 

information for 

many

Vandalism: An edit that is:

• Non-value adding

• Offensive

• Destructive in removal



Vandalism
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~ 7% edits are vandalism

~ 3-4 % editors are vandals 



Tools to detect vandalism on 

Wikipedia



STiki: Metadata

7West et al. (EuroSec, 2010)

EDITOR

registered?, account-age, geographical location, edit quantity, 

revert history, block history, is bot?, quantity of warnings on 

talk page

ARTICLE

age, popularity, length, size change, revert history

REVISION COMMENT

length, section-edit?

TIMESTAMP

time-of-day, day-of-week



ClueBot NG: Textual
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• Vocabularies differ between 
vandalism and innocent edits

• Automatically assess individual 
word “goodness” probability

Good
edits

Vand
edits

“suck”       3%       97%
“haha”      0%      100%
“naïve”    99%         1%

good bad

-94%
-100%
+98%

word probabilities

EDIT:
+ … sucks 
+ ………
+ ...

Bayesian Approach:

Valesco et al. (CLEF 2010)



WikiTrust: Content driven
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• Content that survives is good content

• Good content builds reputation for its author

V1 V2 V3V0

Article Version History

Initialization Content Restoration

Authors

A1 A2 A3

V4

Content Persistence

A4

Mr. Franklin 
flew a kite

Your mom 
flew a kite

Mr. Franklin 
flew a kite

Mr. Franklin flew a 
kite and …

Vandalism

Adler et al. (WWW, 2007)



Detection of vandals
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Vandal 

detection

Vandalism 

detection



Using STiki to detect vandals
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Kumar et al. (KDD, 2015)

Stiki rule: Editor is a vandal if any edit’s suspicion score 

exceeds threshold



Using STiki to detect vandals
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Kumar et al. (KDD, 2015)

Tools for detecting vandalism are not

very efficient to detect vandals

Stiki rule: Editor is a vandal if any edit’s suspicion score 

exceeds threshold



Using ClueBot NG to detect vandals

13Kumar et al. (KDD, 2015)

ClueBot rule: Editor is a vandal if it reverts at least N edits 



Using ClueBot NG to detect vandals

14Kumar et al. (KDD, 2015)

Tools for detecting vandalism are not

efficient to detect vandals

ClueBot rule: Editor is a vandal if it reverts at least N edits 



Objective:

Detect vandals in as few edits as 

possible



Data: Wikipedia Vandals
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34,000 Editors Half are vandals

770,000 Edits 160,000 edits by vandals

Time: Jan 2013 - July 2014 

Kumar et al. (KDD, 2015)
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Characteristics of vandals



Editors can edit article pages and talk pages



Vandals make visible edits

19

0.5

0.0

1.0

First edit

0.90

0.35

All edits

0.79

0.60

Vandal

Benign

Kumar et al. (KDD, 2015)

F
ra

c
ti
o
n
 o

f 
e
d
it
s
 o

n
 

a
rt

ic
le

 p
a
g
e
s

First 5 edits

0.89

0.38



Vandals are quicker
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Vandals do not discuss
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Kumar et al. (KDD, 2015)
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Vandals make reversion driven edits
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Kumar et al. (KDD, 2015)
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Detecting vandals



Pairwise Edit Features
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Edit 1

Time x Type of page x First edit x Distance x Similarity 

x Reverted or not

Edit 2 Edit 3 Edit 4 Edit 5

Feature 1 Feature 2 Feature 1 Feature 4User:

Kumar et al. (KDD, 2015)



Meta-Features: Transitions
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Edit 1 Edit 2 Edit 3 Edit 4 Edit 5

Feature 1 Feature 2 Feature 1 Feature 4User:

Feature 1

N x N

Feature 2

Feature 3

Feature 4

Feature 5

1

1

1

Kumar et al. (KDD, 2015)



Vandal Detection
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Kumar et al. (KDD, 2015)
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VEWS identifies 87% vandals on or before first reversion.

44% vandal are identified before first reversion.



Early Warning System
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VEWS identifies vandals in 

2.13 edits on average



Does reversion information help?
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Combining Multiple Systems
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Summary: Vandals
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• Vandals: Users that make non-constructive 

contribution

• Vandals are aggressive: they make visible 

edits without discussing and edit war

• Vandals can be detected early by using 

temporal features and relation between edited 

pages 

• Combination of metadata, text and human 

feedback is the best in detecting vandals
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