2 Announcements

Colab0/1 Due Today
Due at 11:59 PM
We will also be releasingolab2
Due in 1 week (1/20 at 11:59 PM)
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Note to other teachers and users of these slide$Ve would be delighted if you found our
material useful for giving your own lectures. Feel free to use these slides verbatim, or to
modify them to fit your own needs. If you make use of a significant portion of these slides
in your own lecture, please include this message, or a link to our welngjie?www.mmds.org

Theory of
Locality Sensitive Hashing



http://www.mmds.org/

Recap: Finding similar documents

Task:Given a large numbeN(in the millions or
oAffAZ2Yanu 2F R20dzyYSy

Problem:
Too many documents to compare all pairs

Solution:Hash documents so that similar
documents hash into the same bucket

Documents In the same bucket are then
candidate pairswhose similarity is then evaluated
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Recap: The Big Picture

Docu
ment

1/13/2022

Min

o
e

Theset
of strings
of lengthk

that appear

in the doc
ument

-Hash

=

A 4

Locality-
sensitive
Hashing

Signatures:
short integer
vectors that
represent the
sets, and
reflect their
similarity

Candidate
pairs:

those pairs
of sighatures
that we need
to test for
similarity
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Recap 1: Shingles

Ak-shingle(or k-gram) is a sequence &
tokens that appears in the document

Examplek=2, D;=abcab

Set of 2shingles:C,= S(B) = @b bc, cg
Represent a doc by a set of hash values of its
k-shingles
A naturalsimilarity measures then the
Jaccarcsimilarity:

sim(D,, B) = |GAC|/|C GG

Similarity of two documents is th#&accardimilarity of
their shingles
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Recap 2: Minhashing

Min-Hashing Convert large sets into short signatures,
while preserving similarity?i{h(C) =h(G)] =sim(D,, D,)

Permutation p Input matrix (Shingles x Documents) Signature matrix M

21141|3 110710 2 |1 |2 |1

32]|4 11001 2 |1 |4 |1

7|17 |0|1]0]1 E 112 |12

O] 101

6]|3|2 Similarities of columns and

1(16]6 O 101 signatures (approx.) match!
1-3 2 12 34

SN 119110 cowcol075 075 0 |0

41|55 1101110 Sig/Sig| 0.67 1.00 O 0




Recap 3: LSH

Hash columns of the signhature matriv:
Similar columns likely hash to same bucket

Divide matrixM into b bands ofr rows (M=-r)
Candidatecolumn pairs are those that hash

to the same bucket fo® 1 band -
()]
s Buckefs| ~ ¢ i
Y NN 25 5
_ - g7 3
] . 5 0
b bands 8‘ O =
r *OWS E v
i Similarity
Matrix M
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Today: Generalizing Min-hash

Signatures:short

integer signatures that _ &a”d'dat_e pa:clrs:
Hash reflect point similarity Locality- 0se pairs o

Points ——»| ; sensitive —— signatures that
one. Hashing we need to test
for similarity

Design docality sensitive Apply the
hash function (foradiven s Bandsod techni c
distance metric)
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The S-Curve

The SOdzZNIWS A a @KSN U K S

2 | Remember: - /
= - b
S Probability of S
< @ | equal hash-values <| Probability=
5 Sl= similarity v if s>t
S 2 &
3.0 No chance
_‘,é‘ if s<t
£ AN

Similarity s of two sets Similarity s of two sets
Thisis what 1 hash-code gives you This is what we want!

Prit (C) =hp (€21 = sm(Dy, B) How to get a step-function?

By choosing r and b!
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How Do We Make the S-curve?

Rememberb bandsy rows/band
LetsimC, , C) =s

2 KFdQa U0KS LINRPoOoP UGKI
Pick some band (ows)

Prob. that elements in a single row of
columnsC, and G, are equak s

Prob. that all rows in a band are equad’

Prob. that some row in a band is not eqeal - §
Prob. that all bands are not equal (1- §)°
Prob. that at least 1 band is equall- (1 - g)°

P(G, G is a candidate pairy 1- (1- )P
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Picking rand b: The S-curve

Pickingr and b to get the best Surve

1/13/2022

50 hashkfunctions (r=5, b=10)
E o9f
O o8t
2 o
©
(@) 0.6
E 05
S_ts 0:4-
7))
ﬁi 0.3
S
& L

0 L I I I I I
0O 01 02 03 04 05 06 07 08 09 1

Similarity, s
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S-curves asafunc.ofbandr

wr=1.10b=1
Given a fixed
threshold t.

We want choose .
r and b SUCh 0O 01 02 03 04 05 06 0.17 0.‘8 O.r9 1

Prob(Candidate pair)

that the — o O;r = 10, b =1.50
P(Candidate 8 " ]
pair) has a 2 ol
~ N . U 05}
Nfstepo ridg
around t. S
E’ 02
e 01t
D- O0 01 02 03 04 05 06 07 08 09 1 00 0.’1 O.r2 03 04 05 06 07 08 0.I9 ZIl
Similarity Slmllarlty

rob =

P -(1-snb
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Visualizing S-Curves

Visualization of the effect of threshold, band siz
and # of rows In LSH

by Trenton Chang (Thank you!!)
https://www.desmos.com/calculator/lzzvijiujn

aaaaaa
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https://www.desmos.com/calculator/lzzvfjiujn

“Min-Hash X Is_glggiltlz-e , those pairs
,y ‘ st of sighatures
that we need
to test for
similarity
short vectors

that represent
the sets, and
reflect their
similarity

Theory of LSH

general hashing locality-sensitive has

sy M

o0 |



We have used LSH to find similar documents

More generally, we found similar columns in large
sparse matrices with highaccaraimilarity

Can we use LSH for other distance measures

e.g., Euclidean distances, Cosine distance
[ SGQa IASYSNIEtAT S gKIFO ¢
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Distance Measures

B { js adistance measurdf it is a function from pairs of
points X,y to real numbers such that:

Ay T

Qawdy TN w

Qo  Qdw

Aoy Qax  Qahw (triangle inequality)

Jaccard distancler sets = } Jaccard similarity
Cosine distanctor vectors = angle between the vectors
Euclidean distances

. d(x,y) =square root of the sum of the squares of the
differences betweerx andy in each dimension

¢KS Y2aid 0O02YY2Yy y20A2Yy 2F AaRA&G!
. sum of absolute value of the differences in each dimens
Manhattan distance= distance if you travel along axes only
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Families of Hash Functions

l GKFakK FdzyOuA2yEé Aa
to say whether two elements ae S |j dzI f ¢
Shorthand:h(x) = h(y)Y S I yh&aysgx and y are equél

Afamily of hash functions is any set of hash
functions from which we caefficiently pick one
at random

Example The set of MiFHash functions generated
from permutations of rows
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Locality-Sensitive (LS) Families

Suppose we have a spa&»of points with
a distancemeasured(x,y)

Critical assumption

KA familyH of hash functions is said to be \
(d,, d,, p,, p,)-sensitivelf for anyxandyin S

If d(x, y)<d,, then the probability over ali/ H,
that h(x) = h(y)s at leasip,

If d(x, y)>d,, then the probability over ali/ H,
\_thath(x) = h(y)s at mosip, -/

Wlth a LS Famllv We Can do LSHI

ttp://cs stanford.edu




Ad,d,p.,p.)-sensitive function

Distance
threshold t

Small distance,
high probability

P1

»
»

Prih(x) = h(y)]

.1 OEAA EO8O AEOO

hence the Scurve is flipped!

_______________________________________

Large distance,
low probability
of hashing to

Distance d(x,y)

v

the same value
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Example of LS Family: Min-Hash

Let:
S= space of all sets,
d =Jaccardlistance,

His family of MinHash functions for all
permutations of rows

hen for any hash functiam/ H:
Pilh(x) = h(y)] = 1d(X,y)

Simply restates theorem about Midashing
In terms of distances rather than similarities

1/13/2022 Jure Leskovec & Mina Ghashami, Stanford CS246: Mining Massive Datasets, http://cs246.stanford.edu



Example: LS Family - (2)

Claim:Min-hashHis a

(1/-

3, 213, 2/

sensitive family fo6andd.

If distance < 1/3

Then

3, 1/3)

probability

- _ _ that Min-Hash values
(so similarit yagre@is%é/f?)

ForJaccardsimilarity, Min-Hashing gives a
(d,,d,,(1-d,),(1-d,))-sensitive family for anyd,<d,
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Amplifying a LS-Family

(

Can we reproduce the
a{OdzNIBS ¢ STTFS
before for any LS family?

1 bucket
)

gS| al

@]
Prob. 8£sharing

—

~  Similarity. s

¢ KSandg (SOKYAldzS 685 f
matrices carries over to this more general sett
Can do LSH with anfg,, d., p,, p,)-sensitive
family!

Two constructions:
ANDO2 Y aUNHzZOGA2Y €t AT1S &N
ORozyauNszOu)\zy fA1S 4Gyl
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Amplifying Hash Functions:
AND and OR



AND of Hash Functions

Given familyH, construct family Qonsisting
of r functions fromH

Forh=1|h,2 X Rkinl Qve say

h(x) = h(y)f and only ith,(x) = K(y)foralli .

Note this corresponds to creating a band of gize

Theorem:lfHis(d,, d,, p,, p,)-sensitive
thenl @&(d,,d,, (p,), (p,))-sensitive
Proof: Usetyfé'ct thaF}Qé\iddé‘ﬂx&dent

Also lowers probability Lowers probability for
for small distances¥ad) large distances{ood)
Jure Leskovec & Mina Ghashami, Stanford CS246: Mining Massive Datasets, http://cs246.stanford
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Subtlety Regarding Independence

Independenceof hash functions (HFs) really

YSIya GKIFId 0KS LINR2O P

Ad UKS LINPRdAzOU 27F St
Buttwo particular hash functions could be highly
correlated

For example, in MuiHash if their permutations agree in
the first one million entries

However, the probabilities in definition of a
LSHfamily are over all possible memberskyfl Q
(l.e., average case and not the worst case)
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OR of Hash Functions

Given familyH, construct family Qonsisting
of b functions fromH

Forh=Th,2 X Einl Q
h(x) = h(y)f and only ith,(x) = Ky) for at least 11

Theorem:fHis(d,, d,, p,, p,)-sensitive
thenl &(d,, d,, 1-(1-p,)°, 1-(1-p,)°)-sensitive
Proof: Use thef}ct/ﬁahiﬂaﬁrel dependent

Raises probability for Raises probability for
small distances{ood) large distancesEad)

222222222



Effect of AND and OR Constructions

ANDmakes all probsshrink, but by choosing

correctly, we can make the lower prob. approach O

while the higher does not

ORmakes all probs

row, but by choosindp correctly,

we can make the higher prob. approach 1 while the

lower does not

AAAAAAAAA

osr AND
*rr=1..10, b=1

0.5

0.3f
0.2f

0.1

Prob. sharing a bucket

0
0

Similarity of a pair of items

]

% o9}

S 08}

QO

CU 0.6

g)OS R

'% al

% 0.3» OR

o 7l r=1, b=1..10
O o1

o |

O o502 05 o1 o5 o6 o7 o5 oo

Similarity of a pair of items
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Combine AND and OR Constructions

By choosing andr correctly, we can make
the lower probability approach O while the
higher approaches 1

As for the signature matrix, we can use the
AND construction followed by the OR
construction

Or viceversa
hNJ I yé aSljdzsSyOS 27F ! b5



Composing Constructions

r-way ANDfollowed byb-wayORconstruction

Exactly what we did with MiAHashing
AND:If bands match irall r values hash to same bucket
OR:Cols that havé 1 common buckefy Candidate

Take pointx andy s.t. Pr[h(x) =h(y)] =s
Hwill make(x,y) a candidate pair with prols
Construction make&,y) a candidate pair with
probability1-(1-s)° The SCurve!
Example TakeH and construct Qy the AND

construction withr = 4 Then, from (ronstructl Q !
by the ORconstruction withb = 4
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Table for Function 1-(1-s4)4

1

S p:]_-(]_-s4)4 .§O:8-

2 .0064 %Z;

3 .0320 §§Q5

A4 .0985 ng

5 |.2275 S0

6 |.4260 A o1

! 6666 : . Sir%4ilariof§/s - l
.8 .8785 r=4,b =4 transforms a

9 9860 (.2,.8,.8,.2)-sensitive family into a

1/13/2022

(.2, 8 .8785, 0064) -sensitive family.
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How to chooserand b



Picking rand b: The S-curve

Pickingr and b to get desired performance

Prob(Candidate pair)

1/13/2022

0.9

0.8

0.7r

0.6

0.5

0.4r

0.3

0.2r

01r

50 hashfunctions (r = 5,b= 10

Blue area X: False Negativerate

fracti on wonot S

Thresholdt:

means we will never consider these
pairs for (slow/exact) similarity
calculation!

Green area VY: False Positiverate
These are pairs with sim <t but

L 1 L I L L L
0O 01 02 03 04 05 06 07 08 09 1

This is not too bad, we will consider
them for (slow/exact) similarity
computation and discard them.

Jure Leskovec & Mina Ghashami, Stanford CS246: Mining Massive Datasets, http://cs246.stanford.edu

Similarity s

These are pairs with sim >t but the X
h a

will never become candidates. This

we Will consider them as candidates.
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Picking rand b: The S-curve

Pickingr and b to get desired performance
50 hashfunctions(r * b = 50

1
0.9
0.8
0.7f

0.6

Threshold t

0.5r

04r

03

0.2r

Prob(Candidate pair)

01r

O L L L [ I L I I
0O 01 02 03 04 05 06 07 08 09 1

Similarity s
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OR-AND Composition

Apply ab-wayORconstruction followed by
anr-wayANDconstruction
Transforms similaritg (probability p)
into (1-(1-sP)
The same $8urve, mirrored horizontally and
vertically

ExampleTakeH and construct Qy theOR
construction withb = 4. Then, fronh Q
constructl (b@the ANDconstruction
withr=4

222222222



Table for Function (1-(1-5)4)4

S p=(1-(1-s))* | =

1 |.0140 Qo7

2 |1215 =

3 |.3334 g

4 | .5740 8o

5 |.7725 0; S

6 9015 Similarity s

7 |.9680 (25,62 conaitve famity nto &
.8 9936 (.2,.8,.9936,.1215)-sensitive family
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Cascading Constructions

ExampleApply the(4,4) ORANDconstruction
followed by the(4,4) ANDBDORconstruction

Transforms 4.2, .8, .8, .2kensitivefamily into
a(.2, .8,.9999996, .000871sensitivefamily

Note this family uses 256 (=4*4*4*4) of the
original hash functions
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General Use of S-Curves

For each ANIDR Surve }(1-s)°, there is a
thresholdt, for which }(1-t")° =t
Abovet, high probabilities are increased; belo
t, low probabilities are decreased
You improve the sensitivity as long as the low
probability is less thaty and the high
probabillity is greater thah

lterate as you like
Similar observation for the GRND type of S
curve: (2(1-sP)
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Visualization of Threshold

Probability
Is raised

Threshold
{

Probabilityy,
Is lowered

Prob(Candidate pair)

s —> t
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Pick any two distanceg <d,

Start with a(d,, d,, (1- d,), (1- d,))-sensitive
family

Apply constructions tamplify
(d,, d,, p;, po)-sensitivefamily,
wherep, Is almost 1 ang, is almost O

he closer to 0 and 1 we get, the more
hash functions must be used!
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LSH for other distance metrics



LSH for other Distance Metrics

LSH methods for other distance metrics:

Cosine distanceRandomhyperplanes
Euclidean distanceProject on lines

Signatures:short

integer signatures that _ t(;andldat_e pE':}II’SZ
_ Hash | reflecttheir similarity | Locality 105€ Palrs ®
Points ——»| ; »| sensitive —— sSignatures that
one. Hashing we need to test
for similarity
Design -sensitive : .
esign &dy, d, pi, P)-sensitiv Amplify the family
family of hash functiongfor that .
: : : usingANDandOR
particular distance metric) )
N J constructions

Y
Depends onthe
distance function used
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Signatures:short

Candidate pairs:

integer signatures that _ h s of
Hash reflect their similarity | LOcality- 105€ pairs 9
Data —>/ »| sensitive —— sSignatures that

func. Hashing we need to test
for similarity

Documents

Data points

=
)Y

0(1/0|0

L11o WEIEE \ |

o[ojo[1| _MinHash > 2 3 1 3 hBandso tgcaann(ﬂid%tgpeairs
011101 6 4 6 4

0(0(1]|0

1/0/0(1

0111010 Random

LL110]  yonerplanes T R EHER L dse tec i .
0[0]|0(1 bIRSIE 3 +1 +1 +1 -1 > Eaﬁwdld%tgpealrs
0(1(0|1 -1 -1 -1 -1

o[o[a[o
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