
Colab0/1 Due Today
ÁDue at 11:59 PM
We will also be releasing Colab2
ÁDue in 1 week (1/20 at 11:59 PM)
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CS246: Mining Massive Datasets
Jure Leskovec, Stanford University

Mina Ghashami, Amazon

http://cs246.stanford.edu

Note to other teachers and users of these slides: We would be delighted if you found our 
material useful for giving your own lectures. Feel free to use these slides verbatim, or to 
modify them to fit your own needs. If you make use of a significant portion of these slides 
in your own lecture, please include this message, or a link to our web site: http://www.mmds.org

http://www.mmds.org/


ÁTask:Given a large number (N in the millions or 
ōƛƭƭƛƻƴǎύ ƻŦ ŘƻŎǳƳŜƴǘǎΣ ŦƛƴŘ άƴŜŀǊ ŘǳǇƭƛŎŀǘŜǎέ

ÁProblem:

ÁToo many documents to compare all pairs

ÁSolution:Hash documents so that similar 
documents hash into the same bucket

ÁDocuments in the same bucket are then 
candidate pairswhose similarity is then evaluated
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Docu-
ment

The set
of strings
of length k
that appear
in the doc-
ument

Signatures:
short integer
vectors that
represent the
sets, and
reflect their
similarity

Locality-
sensitive
Hashing

Candidate
pairs:
those pairs
of signatures
that we need
to test for
similarity
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ÁA k-shingle(or k-gram) is a sequence of k 
tokens that appears in the document

ÁExample:k=2; D1 = abcab

Set of 2-shingles: C1= S(D1) = {ab, bc, ca}

ÁRepresent a doc by a set of hash values of its 
k-shingles
ÁA natural similarity measureis then the 

Jaccardsimilarity:
sim(D1, D2) = |C1ÆC2|/|C 1ÇC2|
ÁSimilarity of two documents is the Jaccardsimilarity of 

their shingles
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ÁMin-Hashing: Convert large sets into short signatures, 
while preserving similarity: Pr[h(C1) = h(C2)] = sim(D1, D2) 
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Similarities of columns and
signatures (approx.) match!

1-3      2-4    1-2   3-4
Col/Col 0.75    0.75    0       0
Sig/Sig 0.67    1.00    0       0
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ÁHash columns of the signature matrix M:
Similar columns likely hash to same bucket

ÁDivide matrix M into b bands of r rows (M=b·r)

ÁCandidatecolumn pairs are those that hash 
to the same bucket for Ó1 band
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Points

Signatures:short 
integer signatures that 
reflect point similarity Locality-

sensitive
Hashing

Candidate pairs:
those pairs of 
signatures that 
we need to test 
for similarity

Design a locality sensitive
hash function (for a given

distance metric)

Apply the

ñBandsò technique



ÁThe S-ŎǳǊǾŜ ƛǎ ǿƘŜǊŜ ǘƘŜ άƳŀƎƛŎέ ƘŀǇǇŜƴǎ
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equal hash-values
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This is what 1 hash-code gives you

Pr[hp(C1) = hp(C2)] = sim(D1, D2)

No chance
if s<t

Probability=1 
if s>t

This is what we want!
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ÁRemember: b bands, r rows/band
ÁLet sim(C1 , C2) = s
²ƘŀǘΩǎ ǘƘŜ ǇǊƻōΦ ǘƘŀǘ ŀǘ ƭŜŀǎǘ м ōŀƴŘ ƛǎ ŜǉǳŀƭΚ
ÁPick some band (r rows)

ÁProb. that elements in a single row of 
columns C1 and C2 are equal = s

ÁProb. that all rows in a band are equal= sr

ÁProb. that some row in a band is not equal = 1 - sr

ÁProb. that all bands are not equal= (1 - sr)b

ÁProb. that at least 1 band is equal = 1 - (1 - sr)b
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P(C1, C2 is a candidate pair)= 1 - (1 - sr)b



ÁPicking r and b to get the best S-curve

Á50 hash-functions (r=5, b=10)
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Visualization of the effect of threshold, band size, 
and # of rows in LSH
by Trenton Chang (Thank you!!)
https://www.desmos.com/calculator/lzzvfjiujn
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Signatures:
short vectors 
that represent 
the sets, and
reflect their
similarity

Locality-
sensitive
Hashing

Candidate
pairs:
those pairs
of signatures
that we need
to test for
similarity



ÁWe have used LSH to find similar documents

ÁMore generally, we found similar columns in large 
sparse matrices with high Jaccardsimilarity

ÁCan we use LSH for other distance measures?

Áe.g., Euclidean distances, Cosine distance 

Á[ŜǘΩǎ ƎŜƴŜǊŀƭƛȊŜ ǿƘŀǘ ǿŜΩǾŜ ƭŜŀǊƴŜŘΗ
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Á▀ẗis a distance measureif it is a function from pairs of 
points x,y to real numbers such that:

ÁὨὼȟώ π

ÁὨὼȟώ πὭὪὪὼ ώ

ÁὨὼȟώ Ὠώȟὼ
ÁὨὼȟώ Ὠὼȟᾀ Ὠᾀȟώ (triangle inequality)

Á Jaccard distancefor sets = 1 - Jaccard similarity
ÁCosine distancefor vectors = angle between the vectors
Á Euclidean distances:
ÁL2 norm: d(x,y) = square root of the sum of the squares of the 

differences between x and y in each dimension
Á¢ƘŜ Ƴƻǎǘ ŎƻƳƳƻƴ ƴƻǘƛƻƴ ƻŦ άŘƛǎǘŀƴŎŜέ

ÁL1 norm: sum of absolute value of the differences in each dimension
ÁManhattan distance= distance if you travel along axes only
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Á! άƘŀǎƘ ŦǳƴŎǘƛƻƴέ ƛǎ ŀƴȅ ŦǳƴŎǘƛƻƴ ǘƘŀǘ ŀƭƭƻǿǎ ǳǎ 
to say whether two elements are άŜǉǳŀƭέ
ÁShorthand:h(x) = h(y)ƳŜŀƴǎ άh says x and y are equalέ

ÁA family of hash functions is any set of hash 
functions from which we can efficiently pick one 
at random

ÁExample: The set of Min-Hash functions generated 
from permutations of rows
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Á Suppose we have a space Sof points with 
a distancemeasure d(x,y)

Á A family Hof hash functions is said to be 
(d1, d2, p1, p2)-sensitiveif for any x and y in S:

1. If d(x, y) < d1, then the probability over all hÍH, 
that h(x) = h(y)is at least p1

2. If d(x, y) > d2, then the probability over all hÍH, 
that h(x) = h(y)is at most p2
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With a LS Family we can do LSH!

Critical assumption



P
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h
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Distance d(x,y)

d1 d2

p2

p1

Small distance,

high probability

Large distance,

low probability

of hashing to 

the same value
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Distance

threshold t
.ÏÔÉÃÅ ÉÔȭÓ ÄÉÓÔÁÎÃÅȟ ÎÏÔ ÓÉÍÉÌÁÒÉÔÙȟ

hence the S-curve is flipped!



ÁLet:

ÁS= space of all sets, 

Ád = Jaccarddistance, 

ÁH is family of Min-Hash functions for all 
permutations of rows

ÁThen for any hash function hÍH:
Pr[h(x) = h(y)]  =  1 - d(x, y)

ÁSimply restates theorem about Min-Hashing 
in terms of distances rather than similarities
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ÁClaim:Min-hash H is a (1/3, 2/3, 2/3, 1/3)-
sensitive family for Sand d.

ÁFor Jaccardsimilarity, Min-Hashing gives a 
(d1,d2,(1-d1),(1-d2))-sensitive family for any d1<d2

If distance < 1/3

(so similarity Ó 2/3)

Then probability

that Min-Hash values

agree is > 2/3
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ÁCan we reproduce the 
ά{-ŎǳǊǾŜέ ŜŦŦŜŎǘ ǿŜ ǎŀǿ 
before for any LS family?

Á¢ƘŜ άbandsέ ǘŜŎƘƴƛǉǳŜ ǿŜ ƭŜŀǊƴŜŘ ŦƻǊ ǎƛƎƴŀǘǳǊŜ 
matrices carries over to this more general setting

ÁCan do LSH with any(d1, d2, p1, p2)-sensitive
family!

ÁTwo constructions:
ÁANDŎƻƴǎǘǊǳŎǘƛƻƴ ƭƛƪŜ άǊƻǿǎ ƛƴ ŀ ōŀƴŘέ

ÁORŎƻƴǎǘǊǳŎǘƛƻƴ ƭƛƪŜ άƳŀƴȅ ōŀƴŘǎέ
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1 ¢i¢r

Lowers probability for
large distances (Good)

Also lowers probability
for small distances (Bad)

ÁGiven family H, construct family IΩconsisting 
of r functions from H

ÁFor h = [h1ΣΧΣhr] in IΩ, we say
h(x) = h(y)if and only if hi(x) = hi(y) for all i

ÁNote this corresponds to creating a band of size r

ÁTheorem:If H is (d1, d2, p1, p2)-sensitive, 

then IΩis (d1,d2, (p1)
r, (p2)

r)-sensitive
ÁProof:Use the fact that hiΩǎ ŀǊŜ independent



ÁIndependenceof hash functions (HFs) really 
ƳŜŀƴǎ ǘƘŀǘ ǘƘŜ ǇǊƻōΦ ƻŦ ǘǿƻ ICǎ ǎŀȅƛƴƎ άȅŜǎέ 
ƛǎ ǘƘŜ ǇǊƻŘǳŎǘ ƻŦ ŜŀŎƘ ǎŀȅƛƴƎ άȅŜǎέ

ÁBut two particular hash functions could be highly 
correlated

ÁFor example, in Min-Hash if their permutations agree in 
the first one million entries

ÁHowever, the probabilities in definition of a 
LSH-family are over all possible members of H, IΩ 
(i.e., average case and not the worst case)
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ÁGiven family H, construct family IΩconsisting 
of b functions from H

ÁFor h = [h1ΣΧΣhb] in IΩ, 
h(x) = h(y)if and only if hi(x) = hi(y) for at least 1  i

ÁTheorem:If H is (d1, d2, p1, p2)-sensitive, 

then IΩis (d1, d2, 1-(1-p1)
b, 1-(1-p2)

b)-sensitive
ÁProof:Use the fact that hiΩǎare independent
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Raises probability for
small distances (Good)

Raises probability for
large distances (Bad)



ÁANDmakes all probs. shrink, but by choosing r
correctly, we can make the lower prob. approach 0 
while the higher does not

ÁORmakes all probs. grow, but by choosing b correctly, 
we can make the higher prob. approach 1 while the 
lower does not
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ÁBy choosing b and r correctly, we can make 
the lower probability approach 0 while the 
higher approaches 1

ÁAs for the signature matrix, we can use the 
AND construction followed by the OR 
construction

ÁOr vice-versa

ÁhǊ ŀƴȅ ǎŜǉǳŜƴŎŜ ƻŦ !b5Ωǎ ŀƴŘ hwΩǎ ŀƭǘŜǊƴŀǘƛƴƎ
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Ár-way ANDfollowed by b-way ORconstruction
ÁExactly what we did with Min-Hashing
ÁAND: If bands match in all r values hash to same bucket

ÁOR: Cols that have ²1 common bucket Ą Candidate

ÁTake points x and y s.t.  Pr[h(x) = h(y)] = s
ÁH will make (x,y) a candidate pair with prob. s

ÁConstruction makes (x,y) a candidate pair with 
probability 1-(1-sr)b The S-Curve!
ÁExample:Take H and construct IΩby the AND

construction with r = 4.  Then, from IΩ, construct IΩΩ
by the ORconstruction with b = 4
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s p=1-(1-s4)4

.2 .0064

.3 .0320

.4 .0985

.5 .2275

.6 .4260

.7 .6666

.8 .8785

.9 .9860

r = 4, b = 4  transforms a 

(.2,.8,.8,.2)-sensitive family into a 

(.2,.8,.8785,.0064)-sensitive family.
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ÁPicking r and b to get desired performance

Á50 hash-functions (r = 5, b = 10)
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ÁPicking r and b to get desired performance

Á50 hash-functions (r * b = 50)
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ÁApply a b-way ORconstruction followed by 
an r-way ANDconstruction
ÁTransforms similarity s (probability p)

into (1-(1-s)b)r

ÁThe same S-curve, mirrored horizontally and 
vertically

ÁExample:Take Hand construct IΩby the OR
construction with b = 4.  Then, from IΩ, 
construct IΩΩby the ANDconstruction 
with r = 4
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s p=(1-(1-s)4)4

.1 .0140

.2 .1215

.3 .3334

.4 .5740

.5 .7725

.6 .9015

.7 .9680

.8 .9936

The example transforms a 

(.2,.8,.8,.2)-sensitive family into a 

(.2,.8,.9936,.1215)-sensitive family
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ÁExample:Apply the (4,4) OR-ANDconstruction 
followed by the (4,4) AND-ORconstruction

ÁTransforms a (.2, .8, .8, .2)-sensitivefamily into 
a (.2, .8, .9999996, .0008715)-sensitivefamily

ÁNote this family uses 256 (=4*4*4*4) of the 
original hash functions
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41

ÁFor each AND-OR S-curve 1-(1-sr)b, there is a 
thresholdt, for which 1-(1-tr)b = t

ÁAbove t, high probabilities are increased; below 
t, low probabilities are decreased

ÁYou improve the sensitivity as long as the low 
probability is less than t, and the high 
probability is greater than t

ÁIterate as you like

ÁSimilar observation for the OR-AND type of S-
curve: (1-(1-s)b)r

1/13/2022 Jure Leskovec & Mina Ghashami, Stanford CS246: Mining Massive Datasets, http://cs246.stanford.edu



Threshold
t

t

42

Probability
Is lowered

Probability
Is raised

s
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ÁPick any two distances d1 < d2

ÁStart with a (d1, d2, (1- d1), (1- d2))-sensitive 
family

ÁApply constructions to amplify
(d1, d2, p1, p2)-sensitivefamily, 
where p1 is almost 1 and p2 is almost 0

ÁThe closer to 0 and 1 we get, the more 
hash functions must be used!
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ÁLSH methods for other distance metrics:

ÁCosine distance:Random hyperplanes

ÁEuclidean distance:Project on lines
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Points

Signatures:short 
integer signatures that 
reflect their similarity Locality-

sensitive
Hashing

Candidate pairs:
those pairs of 
signatures that 
we need to test 
for similarity

Design a (d1, d2, p1, p2)-sensitive
family of hash functions (for that 

particular distance metric)

Amplify the family 
using AND andOR 

constructions

Depends on the 

distance function used
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Data

Signatures:short 
integer signatures that 
reflect their similarity Locality-

sensitive
Hashing

Candidate pairs:
those pairs of 
signatures that 
we need to test 
for similarity

MinHash 1 5 1 5
2 3 1 3
6 4 6 4

0 1 0 0
1 1 1 0
0 0 0 1
0 1 0 1
0 0 1 0
1 0 0 1

ñBandsò technique

Random

Hyperplanes
-1 +1 -1 -1
+1 +1 +1 -1
-1 -1 -1 -1

0 1 0 0
1 1 1 0
0 0 0 1
0 1 0 1
0 0 1 0
1 0 0 1

ñBandsò technique

D
o
c
u

m
e
n

ts
D

a
ta

 p
o
in

ts

Candidate pairs

Candidate pairs


