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in your own lecture, please include this message, or a link to our web site: http://www.mmds.org
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Data contains value and knowledge



ÁBut to extract the knowledge data 
needs to be

ÁStored (systems)

ÁManaged (databases)

ÁAndANALYZEDă this class

5ŀǘŀ aƛƴƛƴƎ Ғ .ƛƎ 5ŀǘŀ Ғ 
tǊŜŘƛŎǘƛǾŜ !ƴŀƭȅǘƛŎǎ Ғ 

5ŀǘŀ {ŎƛŜƴŎŜ  Ғ aŀŎƘƛƴŜ [ŜŀǊƴƛƴƎ
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ÁData mining= extraction of actionable 
information from (usually) very large 
datasets, is the subject of extreme hype, 
fear, and interest

ÁLǘΩǎ ƴƻǘ ŀƭƭ ŀōƻǳǘ ƳŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ
ÁBut most of it is

ÁEmphasis in CS246 on algorithms that scale

ÁParallelization often essential
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ÁDescriptive methods

ÁFind human-interpretable patterns that 
describe the data

ÁExample:Clustering

ÁPredictive methods

ÁUse some variables to predict unknown 
or future values of other variables

ÁExample:Recommender systems
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ÁThis combines best of machine learning, 
statistics, artificial intelligence, databases but 
more stress on

ÁScalability(big data)

ÁAlgorithms

ÁComputing architectures

ÁAutomation for handling 
large data
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ÁWe will learn to mine different types of data:

ÁData is high dimensional

ÁData is a graph

ÁData is infinite/never-ending

ÁData is labeled

ÁWe will learn to use different models of 
computation:

ÁMapReduce

ÁStreams and online algorithms

ÁSingle machine in-memory
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ÁWe will learn to solve real-world problems:

ÁRecommender systems

ÁMarket Basket Analysis

ÁSpam detection

ÁDuplicate document detection

ÁWe will learn ǾŀǊƛƻǳǎ άǘƻƻƭǎέΥ

ÁLinear algebra (SVD, Rec. Sys., Communities)

ÁOptimization (stochastic gradient descent)

ÁDynamic programming (frequent itemsets)

ÁHashing (LSH, Bloom filters)
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How do you want that data?
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Lectures: Tue/Thu 1:30-3:00pm PST
Live in-person (in NVIDIA classroom), 
recording available on Canvas
Á~70 min lecture:

ÁIf you have a clarification question, post it in Ed, 
TAs will answer

Á~20 min Q&A:

ÁAsk questions, Jure will answer and discuss
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ÁEd:

ÁUse Edfor all questions and public 
communication
ÁSearch the feed before asking a duplicate question

ÁPlease tag your posts and please no one-liners

ÁFor e-mailing course staff always use:

Ács246-win2122-staff@lists.stanford.edu

ÁWe will post course announcements to 
Ed(hence check it regularly!)
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Auditors are welcome! 
(please send request to Lata Nair <lnairp24@stanford.edu>  to add you to Canvas)

mailto:cs246-win2122-staff@lists.stanford.edu
mailto:lnairp24@stanford.edu


ÁHigh-frequency feedback:

ÁWeekly survey about class morale

ÁRandomly select students to give us feedback

ÁContent

ÁCourse setup

ÁAnything the teaching team should know/improve

ÁAnything that is confusing to you

ÁΧ 
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ÁCourse website: http://cs246.stanford.edu

ÁLecture slides (at least 30min before the lecture)

ÁHomework, solutions, readings posted on Ed/Canvas

ÁClass textbook:Mining of Massive Datasetsby 
A. Rajaraman, J. Ullman, and J. Leskovec

ÁSold by Cambridge Uni. Press but available for free 
at http://mmds.org

ÁMOOC:www.youtube.com/channel/UC_Oao2FYkLAUlUVkBfze4jg/videos
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ÁOffice hours:

ÁSee course website http://cs246.stanford.edufor 
TA office hours

ÁWe start Office Hours this Friday!

ÁOffice hours will be held on Zoom and use 
QueueStatus

ÁLinks will be posted on Ed and Canvas

ÁWe will hold special group office hours, homework 
review office hours as well as one-on-one office hours
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ÁVideos and materials on Canvas
ÁSpark tutorial:

ÁVideo

ÁFollows Colab0

ÁReview of basic probability and proof 
techniques:

ÁVideoand handout

ÁReview of linear algebra:

ÁVideoand handout
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Á4 longer homeworks: 40%
ÁFour major assignments, involving programming, proofs, 

algorithm development.

ÁAssignments take lots of time (+20h).Start early!!
ÁHow to submit?
ÁHomework write-up:
ÁSubmit via Gradescope

ÁEnroll to CS246 on Canvas, and you will be automatically added to 
the course Gradescope

ÁHomework code:
ÁIf the homework requires a code submission, you will find a 

separate assignment for it on Gradescope, e.g., HW1 (Code)

ÁForgetting to submit code will result in point deduction.
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ÁHomework schedule:

ÁTwo late periods for HWs for the quarter:

ÁLate period expires on the following Monday 23:59 PST

ÁCan use max 1 late period per HW

Date (23:59 PT) Out In

01/06, Thu HW1

01/20, Thu HW2 HW1

02/03, Thu HW3 HW2

02/17, Thu HW4 HW3

03/03, Thu HW4
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ÁShort weekly Colabnotebooks:30%

ÁColabnotebooks are posted every Thursday

Á10 in total, from 0 to 9, each worth 3%

ÁDue one week later on Thursday 23:59 PST.No late days!

ÁFirst 2 Colabswill be posted on Thu, including detailed 
submission instructions to Gradescope

ÁColab0 (Spark Tutorial) is solved step-by-step in the Spark 
Recitation video.

ÁColabsrequire around 1hr of work.

ÁAnd a few lines of code.

ÁάColabέ ƛǎ ŀ free cloud service from Google, hosting Jupyter
notebooks with free access to GPU and TPU
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ÁFinal exam:30%
ÁExact format will be announced later.

ÁMost likely we will do a take-home 3h exam which 
you will be able to take at any time during a 24h 
time window.

ÁExtra credit:Proportional to your contribution 
(up to 2%)
ÁCourse attendance, asking questions, discussion

ÁFor participating in Ed discussions
ÁEspecially valuable are answers to questions posed by 

other students

ÁReporting bugs in course materials
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ÁProgramming:  Python or Java
ÁBasic Algorithms: CS161 is surely sufficient
ÁProbability:e.g., CS109 or Stats116

ÁThere will be a review session and a review doc is 
linked from the class home page

ÁLinear algebra:

ÁAnother review doc + review session is available

ÁMultivariable calculus
ÁDatabase systems (SQL, relational algebra):

ÁCS145 is sufficient but not necessary
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ÁEach of the topics listed is important for a 
part of the course:

ÁIf you are missing an item of background, you 
could consider just-in-time learning of the needed 
material.

ÁThe exception is programming:

ÁTo do well in this course, you really need to be 
comfortable with writing code in Python or Java.
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Á²ŜΩƭƭ Ŧƻƭƭƻǿ ǘƘŜ ǎǘŀƴŘŀǊŘ /{ 5ŜǇǘΦ ŀǇǇǊƻŀŎƘΥ 
You can get help, but you MUSTacknowledge 
the help on the work you hand in

ÁFailure to acknowledge your sources is a 
violation of the Honor Code

ÁWe use MOSS to check the originality of your 
code
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ÁYou can talk to others about the algorithm(s) to 
be used to solve a homework problem;

ÁAs long as you then mention their name(s) on the 
work you submit.

ÁYou should not use code of others or be looking 
at code of others when you write your own:

ÁόŘƻƴΩǘ ǎŜŀǊŎƘκǇƻǎǘ ŎƻŘŜ ƻƴ Github, and similar)

ÁYou can talk to people but have to write your own 
solution/code

ÁIf you fail to mention your sources, MOSS will catch it, 
which will result in an HC violation.
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ÁCS246 is fast paced!

ÁRequires programming maturity

ÁStrong math skills

ÁSCPD students tend to be rusty on math/theory

ÁCourse time commitment:

ÁHomeworkstake +20h

ÁColabnotebooks take about 1h

ÁForm study groups

ÁLǘΩǎ ƎƻƛƴƎ ǘƻ ōŜ fun and hard work. J
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ÁLarge-scale computingfor data mining 
problems on commodity hardware

ÁChallenges:

ÁHow do you distribute computation?

ÁHow can we make it easy to write distributed 
programs?

ÁMachines fail:

ÁOne server may stay up 3 years (1,000 days)

ÁIf you have 1,000 servers, expect to lose 1/day

ÁWith 1M machines 1,000 machines fail every day!
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ÁIssue:
Copying data over a network takes time

ÁIdea:

ÁBring computation to data

ÁStore files multiple times for reliability

ÁSpark/Hadoopaddress these problems

ÁStorage Infrastructure ςFile system

ÁGoogle: GFS. Hadoop: HDFS

ÁProgramming model

ÁMapReduce

ÁSpark
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ÁProblem:

ÁIf nodes fail, how to store data persistently? 
ÁAnswer:

ÁDistributed File System

ÁProvides global file namespace
ÁTypical usage pattern:

ÁHuge files (100s of GB to TB)

ÁData is rarely updated in place

ÁReads and appends are common
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ÁChunk servers
ÁFile is split into contiguous chunks
ÁTypically each chunk is 16-64MB
ÁEach chunk replicated (usually 2x or 3x)
ÁTry to keep replicas in different racks

ÁMaster node
ÁŀΦƪΦŀΦ bŀƳŜ bƻŘŜ ƛƴ IŀŘƻƻǇΩǎ I5C{
ÁStores metadata about where files are stored
ÁMaster nodes are typically more robust to hardware 

failure and run critical cluster services.
ÁClient library for file access
ÁTalks to master to find chunk servers 
ÁConnects directly to chunk servers to access data
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ÁReliable distributed file system
Á5ŀǘŀ ƪŜǇǘ ƛƴ άŎƘǳƴƪǎέ ǎǇǊŜŀŘ ŀŎǊƻǎǎ ƳŀŎƘƛƴŜǎ
ÁEach chunk replicatedon different machines 

ÁSeamless recovery from disk or machine failure

C0 C1

C2C5

Chunk server 1

D1

C5

Chunk server 3

C1

C3C5

Chunk server 2

Χ
C2D0

D0

Bring computation directly to the data!

C0 C5

Chunk server N

C2
D0
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Chunk servers also serve as compute servers

Notation: C2Χ ŎƘǳƴƪ ƴƻΦ н ƻŦ ŦƛƭŜ /





ÁMapReduce is a style of programming
designed for:
1. Easy parallel programming

2. Invisible management of hardware and software 
failures

3. Easy management of very-large-scale data

ÁIt has several implementations, including 
Hadoop, Spark (used in this class), Flink, and 
the original Google implementation just called 
άaŀǇwŜŘǳŎŜέ
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3 steps of MapReduce
ÁMap:
ÁApply a user-written Map function to each input element
ÁMapperapplies the Map function to a single element
ÁMany mappers grouped in a Map task(the unit of parallelism)

ÁThe output of the Map function is a set of 0, 1, or more 
key-value pairs.

ÁGroup by key:Sort and shuffle
ÁSystem sorts all the key-value pairs by key, and

outputs key-(list of values) pairs
ÁReduce:
ÁUser-written Reduce functionis applied to each 

key-(list of values)

Outline stays the same, Map and Reduce change to fit the problem
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Example MapReduce task:
ÁWe have a huge text document
ÁCount the number of times each 

distinct word appears in the file

ÁMany applications of this:

ÁAnalyze web server logs to find popular URLs

ÁStatistical machine translation:

ÁNeed to count number of times every 5-word sequence 
occurs in a large corpus of documents

Jure Leskovec & Mina Ghashami, Stanford CS246: Mining Massive Datasets, http://cs246.stanford.edu 40


