Homophily and Antisocial Behavior in Online Social Networks

Samuel Hansen, Vincent Woo, Chenye Zhu
Stanford University

Social networks, algorithmic news feeds, and personalized search engines
have given rise to “echo chambers,” in which users “amplify ideologi-
cal segregation” via selective exposure to conforming opinions [23]. Al-
though prior work has identified associations between echo chambers and
negative behaviors such as spreading fake news, little is understood about
how homophily in online networks affects antisocial behaviors such as
trolling, bullying, and cursing. Our analysis constructs network representa-
tions from comments scraped from Reddit.com - the self-proclaimed “Front
Page of the Internet” - to elucidate the relationship between homophily
across subreddits and antisocial behaviors within them. We find that sub-
reddits’Onnela clustering coefficients, node strengths, and sizes are asso-
ciated with significantly higher negative comment sentiment, suggesting a
link between homophily and antisocial behavior on Reddit.
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1. INTRODUCTION

In the third century B.C., Aristotle observed, people “love those
who are like themselves” [22]. Indeed, this notion of homophily,
the tendency of people to associate with similar individuals, is an
age-old emergent behavior. Today, homophily remains ubiquitous
in the largest forums of human interactions: online social networks.
For instance, researchers have observed homophilous clustering
behavior in friendship formation [19; 29], as well as interracial
marriages [21]. Further studies have identified links between ho-
mophily and negative behaviors such as aggression in adolescent
groups [1; 7; 16], racial discrimination [13], and group polarization
[3].

Prior literature suggests technological changes such as online so-
cial networks and algorithmic news feeds have given rise to “echo
chambers,” in which individuals primarily consume content in ac-
cordance with previous views [23]. Alarmingly, evidence suggests
echo chambers help facilitate the spread of fake news and ideolog-
ical extremism, yielding “a constant us-vs.-them mentality [that]
depersonalizes the holders of alternative views” [8]. Psychologi-
cal studies have shown that echo chambers, which represent ho-
mophilous ideological groups, “reinforce partisans’ biased views
of their opponents,” suggesting a relationship between homophily
and negative behaviors [12]. However, little is understood about
how such homophily in online networks affects antisocial behav-
iors such as trolling, bullying, and cursing.

In turn, we investigate the question, “How does homophily in
online groups affect antisocial behavior?” We examine this ques-
tion using data from Reddit.com because it has a natural structure
of online groups called “subreddits.” To do so, we created network
structures in which nodes represent subreddits and edges represent
the proportion of users that overlap across subreddits. Our analysis
compares network properties (such as weighted clustering coeffi-
cient) to aggregated user behaviors within each subreddit to ex-
amine the relationship between homophily across subreddits and
antisocial behaviors within them.

We aim to establish whether the link between homophily and
antisocial behaviors documented by off-line psychological studies
scales to the level of large online groups. Doing so will hopefully
contribute to ongoing efforts to understand the correlates of echo
chambers and negative social behaviors.

2. RELATED WORK

Our study draws from research involving the psychology of echo
chambers, sentiment analysis of online groups, and network analy-
sis of users interacting on social websites.

Prior work in computational social science suggests homophily
plays a role in a variety of negative human social behaviors. For
instance, in The Spreading of Misinformation Online [4], Vicario et
al. investigated the effect of echo chambers on cascades of conspir-
acy theory stories on Facebook.com.

Vicario et al. collected data from Facebook and investigated dif-
fusion and cascades of science news and conspiracy theories. They
found that homogeneity in social groups on Facebook drives con-
tent diffusion, resulting in homogeneous clusters of users. These
digital “echo chambers” caused by homogeneity were found to be
vulnerable to the spread of misinformation. Susceptibility to misin-
formation spread is clearly a negative consequence of echo cham-
bers, which invites further inquiry into other forms of antisocial
behavior linked to homophily in social networks.

In an off-line study of social networks, Espelage et al. exam-
ined the effects of homophily among adolescents in Examination of
Peer-Group Contextual Effects on Aggression During Early Ado-
lescence [9]. The authors collected data on hundreds of students
from different genders and ages, and also their social behaviors
such as bullying. Using the friendship links volunteered by the stu-
dents, the authors utilized the NEGOPY software to construct so-
cial networks, and categorize students with respect to homophily.
In particular, those involved in cliques were classified as more ho-
mophilous than others. Homophily was found to be associated with
fighting, bullying, and other forms of aggression. Espelage at al.
also remark that homophily likely extends to other types of ag-
gression. In our study, we examine online aggression and similar
antisocial behaviors.

Inspired by studies suggesting a relationship between homophily
and antisocial behaviors, we turned to reliable ways to quantify
both homophily and antisocial behavior in online groups.

In particular, in Antisocial Behavior in Online Discussion Com-
munities, Cheng et al. analyzed antisocial behaviors in online dis-
cussion forums (CNN.com, Breitbart.com, and IGN.com) by in-
vestigating the linguistic and behavioral features of banned users.
To objectively characterize antisocial users, Cheng et al. compared
the behavior of users who were eventually banned from the on-
line community, termed Future-Banned Users (FBUs), to those
who were Never-Banned Users (NBUs). To briefly summarize their
findings, Cheng et al. found that FBUs write comments that are
less readable, less positive, and more profanity-laced compared to
NBUs.

Cheng et al.’s analysis serves as a useful springboard for our own
analysis for two reasons: first, the authors demonstrated that the
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Linguistic Inquiry and Word Count (LIWC) system is a reliable
tool to measure antisocial behavior by quantifying negative sen-
timent and profanity in user comments. Further studies regarding
narcissism and attention-seeking in social networks [5] and pre-
dicting “Dark Triad” personality traits on Twitter [28] have also
used the LIWC system to compute negative sentiment as a proxy
for antisocial behavior.

Second, Cheng et al. provide inspiration to study the correlates
of antisocial behavior beyond mainstream sites, stating, “antisocial
behavior may also differ in communities other than the ones we
studied (e.g. small special-interest communities)” [2]. Our analy-
sis aims to tackle this question by examining differences in anti-
social behavior across self-selected interest groups on Reddit.com.
The drivers of antisocial commenting may depend more on specific
characteristics of different online communities. The comment sec-
tions of CNN.com, Breitbart.com, and IGN.com represent loosely-
organized online communities, whereas sites like Reddit.com have
specifically-organized subreddits, with possibly unique comment-
ing norms. Thus, community context may influence the severity of
antisocial behaviors in online forums.

Our analysis relies on constructing a network representation
from raw Reddit comments that can reflect homophily across sub-
reddits. A natural way to construct a network from comments is
to represent each user as a node, and each directed edge as repre-
senting whether user ¢ commented on something posted by user j.
Olson et al. used this approach in Navigating the massive world of
reddit: using backbone networks to map user interests in social me-
dia, to demonstrate a method to navigate primary topics of interest
in a social network using the backbone of the Reddit network [17].

A similar concept was employed in in User-Level Sentiment
Analysis Incorporating Social Networks, in which Tan et al. con-
nected users in the Twitter network by their similarities, given by
a combination of follows or direct references to other users. Their
work attempts to predict user sentiment on a given topic by under-
standing the structure of the social network, and our investigation
similarly attempts to predict negative behavior by understanding
network structure.

Tan et al.’s idea that edges can encode similarity of interest re-
lates to our own network representation, which treats edges be-
tween subreddits as the fraction of overlapping users between them
(see methods section).

Taken together, prior literature regarding patterns of homophily
in social groups, tools for quantifying antisocial behaviors, and rep-
resentations of networks informed the methods we used for this
study.

3. METHODS
3.1 Data Collection

Our dataset consists of summary statistics of Reddit comment data
spanning 2014 [11]. Because many subreddits have small comment
counts, only the top 2,048 subreddits (as ranked by total comment
count) were included for analysis. Further, only active users (those
that commented at least 50 times over the year) were included in
the data set.

After applying these filters, Reddit comments were analyzed ac-
cording to the Linguistic Inquiry and Word Count (LIWC) system,
which counts the frequencies of words in a comment that belong
to various lexical categories. Specifically, for each comment, the
LIWC outputs “4 general descriptor categories (total word count,
words per sentence, percentage of words captured by the dictionary,
and percent of words longer than six letters), 22 standard linguistic

dimensions (e.g., percentage of words in the text that are pronouns,
articles, auxiliary verbs, etc.), 32 word categories tapping psycho-
logical constructs (e.g., affect, cognition, biological processes), 7
personal concern categories (e.g., work, home, leisure activities),
3 paralinguistic dimensions (assents, fillers, non-fluencies), and 12
punctuation categories (periods, commas, etc.)” [29].

In turn, our final data set consisted of two parts:

(1) lists of summary statistics of lexical features derived from
comments for each subreddit;

(2) lists of user IDs denoting which users commented in which
subreddits over 13 four-week periods spanning 2014.

For each subreddit, the 2007 Linguistic Inquiry and Word Count
(LIWC) system computed the fraction of words in comments from
the 13 periods belonging to 64 linguistic categories, including posi-
tive and negative sentiment. We used the fraction of negative words
in a subreddit as the metric representing antisocial behavior.

Lastly, Reddit flags its subreddits as either “safe for work”
(SFW) or “not safe for work” (NSFW) according to whether it con-
tains content inappropriate for workplace settings, such as pornog-
raphy or lewd images and text. We hypothesized that patterns of
negative behavior would differ between SFW and NSFW sub-
reddits, so we scraped the list of all 718 NSFW subreddits from
http://redditlist.com/nsfw to join into our final dataset.

3.2 Network Representation

To measure the effect of homophily on negative sentiment, we con-
structed network representations in which nodes are subreddits, and
edges are weighted by the Jaccard similarity between subreddits.
Jaccard similarity is defined as:
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where M and N are sets of users between two different subred-
dits. Intuitively, if the user set of subreddit M overlaps substantially
with the user set of subreddit IV, subreddits M and N are more sim-
ilar. Prior literature supports this application of Jaccard similarity,
which has been used to represent similarity of collaborative tags by
users [14], proximity of co-authors in collaboration networks [15],
and relatedness of web pages [26]. We apply Jaccard similarity to
create two different network representations using subreddit user
IDs.

3.2.1 Network 1: Jaccard Similarity over the Year. The first
network representation includes edges representing the fraction of
users that commented in two subreddits during any of the 13 peri-
ods. Let X; 4 represent the set of active users for the ith 4-week
period for subreddit A. Then, the edge weight between subreddits
Aand Bis:

[(User,131X4,4) N (Usepn,131X4,B)
(Vien,131X5,4) U (Uien,131 X5, B)

This metric defines the edges of our network: for any pair of sub-
reddits where weight(A, B) > 0, an edge exists with edge weight
weight(A, B). This edge building process is computationally ex-
pensive, as it required (%) € O(n?) operations, each requiring set
operations, where n is the size of the set of subreddits.

The resulting network has a large number of edges with low edge
weights, likely due to a small set of hyperactive users who are active
on many subreddits (see Table 1 and Fig. 8).

weight(A, B) =

(@)
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3.2.2  Network 2: Jaccard Similarity Averaged by Month. For
a more granular representation, we also generated a network based
on monthly activity instead of activity over the year. Edge weights
thus represent monthly average Jaccard similarity between two sub-
reddits over the 13 periods. Whereas Network 1 captures subreddit
similarity over the entire year, Network 2 reflects subreddit similar-
ity averaged over monthly periods, which is perhaps more stable.
Edge weights in Network 2 are defined as:

Z' |Xi,ANX; B|
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This version of the weight calculation was computationally heav-
ier because the 13 periods could not be preprocessed, and each
computation was up to 13 times more expensive. To generate this
network representation faster, we wrote scripts to split computation
into several processes (up to the number of CPU cores on the ma-
chine) to parallelize the weight calculation. This is an embarrass-
ingly parallel processing problem because weights between subred-
dits are only dependent on the data from the two subreddits, and the
edges can be written in any order.

weight' (A, B) =

3

3.3 Metrics & Algorithms

A key step in our analysis was identifying a reliable way to measure
homophily in our networks. Intuitively, we want to capture the de-
gree to which each subreddit participates in tightly clustered groups
of subreddits. If a subreddit is tightly clustered amongst other sub-
reddits, we may infer its users are drawn to subreddits of a specific
theme, rather than a wider ranges of themes. In short, tightly clus-
tered subreddits can be considered more homophilous.

A natural measure of a nodes clustering is its clustering co-
efficient. However, because our network representations include
weighted edges, we must consider formulations of clustering coef-
ficients that take edge weights into account. After consulting previ-
ous literature [25] we identified two weighted clustering coefficient
metrics that can represent homophily in our networks.

First, Barrat et al. [25] proposed the following weighted cluster-
ing coefficient metric:

“ 1 1w + wik
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where w;; represents the edge weight between nodes ¢ and j,
a;; = 1 if there is an edge between ¢ and j (and O otherwise),
(w;) = >, 5%, and k; represents the degree of node 7. The Barrat

coefficient reflects how much of vertex strength is associated with
adjacent triangle edges [25]. A subreddit with a high Barrat clus-
tering coefficient has strong edge weights to neighbors with which
it forms triangles. In the case of our network representations, we
would interpret a tightly clustered subreddit as one that has high
overlap in the fraction of users between neighboring subreddits. To
obtain this metric for each subreddit, we wrote scripts to compute
the degree and normalizing constant (w;) for each subreddit, iter-
ated over all edges in which the subreddit participated in triangles,
and recorded the Barrat clustering coefficient as defined above.

Second, Onnela et al. [25] proposed an alternate clustering coef-
ficient formulation:
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where @;; = m;uzIZw) Unlike the Barrat clustering coefficient,
the Onnela metric reflects how large triangle weights are compared
to network maximum [25]. In turn, the Onnela clustering coeffi-
cient encodes how clustered a subreddit is in relation to the whole
network, whereas the Barrat coefficient reflects how clustered a
subreddit is locally. We computed the Onnela coefficient using the
weighted clustering coefficient function in the NetworkX library.

Furthermore, to understand the connectedness of each subreddit
in the network, we computed an adapted version of degree central-
ity that accounts for weighted edges called “node strength.” Some
formulations of node strength simply describe the sum of its edge
weights. However, we used the following metric proposed by Op-
sahl et al. [18] that accounts for both the degree and average edge
weight of each node:

Ccy =k x s (6)

where k; is the degree of node 7, s; is the average edge weight of
node ¢, and « is a tuning parameter. When e = 0, the equation sim-
ply reflects the node’s unweighted degree. If « = 1, the equation
only reflects the average edge weight. We used o = 0.5 to obtain
equal relative importance of the number of edges compared to edge
weights.

Lastly, because past literature suggests a positive relationship [6]
between group size and antisocial behavior, we computed each sub-
reddit’s “size” as the number of unique users that commented in
that subreddit during any of the 13 four-week periods.

3.4 Community Detection

Exploratory data analysis revealed specific clusters of sub-
reddits may possess different levels of negative sentiment.
For instance, subreddits devoted to sports teams appeared
frequently in the most negative subreddits (see results sec-
tion). We hypothesized we would observe distinct communi-
ties in our network representations with different levels of neg-
ative sentiment. For instance, we may expect to observe a
community of NSFW subreddits (e.g. r/ImGoingToHellForThis,
r/watchpeopledie, r/MorbidReality) with higher negative sentiment
than a community of SFW subreddits (e.g. /fitness, r/food, r/cats).

To identify these modular clusters within our networks, we ex-
ecuted two community detection approaches tailored to weighted
graphs: 1) the Cluster Affiliation Model for Big Networks (Big-
CLAM) [30], and 2) the Girvan-Newman algorithm [10].

3.4.1 BigCLAM. The Cluster Affiliation Model for Big Net-
works (or BigCLAM algorithm) is an affiliation graph model
(AGM) based algorithm for detecting overlapping communities.
It accounts for the fact that a subreddit can connect with multi-
ple interest groups, thereby attracting different types of users. For
instance, r/soccer connects with both sport-themed subreddits that
attract sport enthusiasts, as well as with non-U.S. country-themed
subreddits that attract non-American users. By executing the Big-
CLAM algorithm, we aimed to detect the community structures
present in our network representations.

In addition to using the BigCLAM algorithm package in the
Stanford Network Analysis Platform (SNAP) C++ library, we also
re-implemented the package ourselves to dive deeper into the anal-
ysis.

3.42 Girvan-Newman. To ensure robustness in our commu-
nity detection results, we also employed the Girvan-Newman al-
gorithm, which is a hierarchical method used to detect communi-
ties in complex systems. It recursively divides up groups into sub-
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Table I. : Summary of Node and Edge Counts by Network Representation

Network Representation Defaults Filtered Number of Nodes Number of Edges
Network 1 No 2048 2,057,436
Network 1 Yes 1998 1,996,477
Network 2 No 2048 1,984,762
Network 2 Yes 1998 1,923,834

Network 1 corresponds to the representation based on Jaccard similarity computed over the year, whereas Network 2 corresponds to the

representation based Jaccard similarity averaged by month.

groups by repeatedly removing edges with the highest “edge be-
tweenness”. The result of the algorithm is a dendrogram that indi-
cates arrangement of clusters within the network. We selected this
method because it accounts for undirected weighted edges by in-
corporating them into edge betweenness calculations.

We computed the clusters using the girvan_newman method in
the NetworkX library that included a custom function to recursively
remove edges with the largest weights.

4. RESULTS

Reddit categorizes 50 subreddits as “defaults,” which are featured
at the top of the main landing page of the site. New users are
automatically subscribed to default subreddits and must explicitly
search for and subscribe to non-defaults subreddits.

We excluded default subreddits in the computation of all afore-
mentioned metrics out of concern they would yield skewed mea-
sures of homophily. For instance, the fraction of overlapping users
between r/funny (a default) and r/startups (a non-default) does not
capture the same notion of similarity given by the comparison of
two non-default subreddits because users must explicitly opt-in to
non-defaults.

We performed our analyses using the versions of Networks 1 and
2 that excluded default subreddits. In the following results, “Yearly
Graph” refers to the version of Network 1 without defaults, and
“Monthly Graph” refers to the version of Network 2 without de-
faults.

4.1 Clustering coefficient vs. Negative Sentiment

Given previous psychological evidence [1; 3; 7; 13; 16] support-
ing a link between homophilous groups and antisocial behavior,
we hypothesized we would observe a positive relationship between
our metrics of homophily (Barrat and Onnela clustering coeffi-
cients) and negative sentiment. Further, because NSFW subreddits
are typically centered around lewd themes (e.g. r/watchpeopledie,
r/JusticePorn), we expected to observe a stronger relationship be-
tween homophily and negative sentiment in NSFW subreddits.

First, to examine the relationship between the Barrat clustering
coefficient and negative sentiment, we bucketed Barrat coefficient
values into top and bottom quartiles and evaluated whether these
quartiles exhibited significant differences in average negative sen-
timent. Mann-Whitney U-tests revealed no significant differences
between Barrat coefficient quartiles in either the yearly or monthly
graphs (see Discussion section for further interpretation).

Because we did not observe significant differences across quar-
tile comparisons, we focused our analysis on the relationship be-
tween the Onnela clustering coefficient and negative sentiment.

The scatterplots in Fig. 1 include locally weighted regression
(LOESS) smoothers depicting how negative sentiment changes for
different Onnela clustering coefficient values and SFW-statuses.
We observe that Onnela clustering coefficient values have a in-
creasing relationship with negative sentiment in both the yearly and
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Fig. 1: Onnela clustering coefficient versus negative sentiment by graph
type. ”Yearly Graph” has edges representing the fraction of users who ever
commented in two subreddits, and "Monthly Graph” has edges representing
the monthly averaged fraction of overlapping users across subreddits.

monthly graphs. Because the LOESS smoothers are approximately
linear, we fit linear regression models to determine whether this
relationship is statistically significant. In the yearly graph, a 10%
increase in Onnela clustering coefficient is associated with a 1.66%
increase in negative sentiment (p < 2 x 107%), and in the monthly
graph, a 10% increase in Onnela clustering coefficient is associ-
ated with a 1.96% increase in negative sentiment (p < 2 x 10716),
on average. Furthermore, SFW subreddits are associated with sig-
nificantly lower negative sentiment scores in both the yearly (p <
5.11 x 107%) and monthly graphs (p < 8.19 x 1077).

Although Fig. 1 reveals similar LOESS trends, clustering co-
efficient values are shifted rightward in the yearly graph, as com-
pared to the monthly graph. We expect that this difference is due
to how the graphs were constructed: the yearly graph represented
edges as the fraction of users that ever commented in subreddits A
and B, whereas the monthly graph represented edges as the frac-
tion of users that commented in subreddits A and B during each 4
week period, averaged over all 13 periods. In turn, the yearly graph
would have greater edge weights, on average, thereby shifting the
distribution of Onnela clustering coefficients into higher values.

We supplemented our regression analysis by bucketing Onnela
clustering coefficient values into top and bottom quartiles and eval-
uating whether these quartiles exhibited significant differences in
average negative sentiment. Fig. 2 depicts the differences in aver-
age negative sentiment between the top and bottom quartiles of On-
nela clustering coefficient, faceted by SFW status and network rep-
resentation. Mann-Whitney U-tests revealed the top Onnela coef-

Subreddit Type
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Fig. 2: Clustering coefficient quartile versus negative sentiment by graph
type and SFW status. Statistical comparisons are across quartiles within
each graph type and SFW status. **=p < 1x 1077; ##* =p < 2x 10716,

ficient quartile has significantly higher negative sentiment than the
bottom quartile for NSFW subreddits (p < 6.09 x 10~8) and SFW
subreddits (p < 2 x 1071°) in the monthly graph and for NSFW
subreddits (p < 2.26 x 10~9) and SFW subreddits (p < 2 x 10716)
in the yearly graph. Overall, these results suggest that higher On-
nela clustering coefficients are associated with higher negative sen-
timent, especially for NSFW subreddits (p < 1.21 x 107%).

4.2 Node Strength vs. Negative Sentiment

Node strength, a weighted version of degree centrality, captures
how connected a subreddit is to others in a network. Building upon
our analysis of clustering coefficient, we examined the relationship
between node strength and negative sentiment in both the yearly
and monthly graphs.

First, as depicted in Fig. 3, we observed an increasing rela-
tionship between node strength and negative sentiment in both
network representations. The LOESS smoothers appear linear, so
we fit linear regression models to evaluate the significance of this
trend. In turn, we found a 10% change in node strength is asso-
ciated with 2.28% and 2.58% average increases in negative senti-
ment in the yearly graph and monthly graphs, respectively (both
p’s< 2 x 1071°), Furthermore, SFW subreddits are associated with
lower negative sentiment in the yearly (p < 2.41 x 10~°) and
monthly (p < 3.69 x 10~°) graphs, implying the relationship be-
tween node strength and negative sentiment is stronger amongst
NSFW subreddits.

Fig. 3 further reveals that the yearly graph is associated with
wider spread of node strength values, as compared to the monthly
graph. Again, this difference is likely to due the fact that the yearly
graph is constructed in such a way that edge weights are larger than
those in the monthly graph, on average. Because node strength is a
function of edge weight, the larger spread of node strength values
in the yearly graph is to be expected.

Given that segments of the LOESS smoothers in Fig. 3 reflect
nonlinearities, we sought to make the our regression inferences
more robust by bucketing node strength into top and bottom quar-
tiles and evaluating whether these quartiles exhibit significant dif-
ferences in average positive and negative sentiment.
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Fig. 3: Node strength versus negative sentiment by graph type.
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Fig. 4: Node Strength quartile versus negative sentiment by graph type. Sta-
tistical comparisons are across quartiles within each graph type and SFW
status. ¥¥ =p < 1 x 1077; #*¥¥ =p < 2 x 10716,

As shown in Fig. 4, Mann-Whitney U-tests confirmed negative
sentiment is significantly higher in the top quartile of node strength
in SFW (p < 2 x 10716) and NSFW (p < 6.09 x 10~®) subred-
dits in the monthly graph and in SFW (p < 2 x 10716) and NSFW
(p < 2.365 x 107®) subreddits in the yearly graph. As with the
regression results, the difference between mean negative sentiment
is larger in NSFW subreddits than in SFW subreddits, suggesting
a significant interaction between SFW status, node strength, and
negative sentiment (p < 2.11 x 10~%). Taken together, these re-
sults suggest that subreddits that are more strongly connected to
other subreddits are associated with significantly higher negative
sentiment.

4.3 Subreddit Size vs. Negative Sentiment

Exploratory data analysis suggested clustering coefficient and node
strength may also depend on subreddit size, defined as the count of
unique users who ever commented in a subreddit during the year
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Fig. 5: Subreddit size versus negative sentiment by SFW status.
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Fig. 6: Subreddit size quartile versus negative sentiment by SFW status.
Statistical comparisons are across quartiles within each SFW status. ** =
p < 6.962 x 1075; #** = p < 1.156 x 10713,

for which data were collected. In turn, we also evaluated the rela-
tionship between subreddit size and negative sentiment.

First, we examined locally-weighted regression smoothers in
Fig. 5, which revealed increasing, yet nonlinear relationships be-
tween subreddit size and negative sentiment. Fig. 5 suggests neg-
ative sentiment increases slightly faster for NSFW subreddits than
for SFW subreddits in middle values of size.

Since the relationships in Fig. 5 are nonlinear, we forewent a
linear regression analysis and instead bucketed subreddit size into
top and bottom quartiles to assess differences between interquartile
mean negative sentiment scores.

Mann-Whitney U-tests revealed the top size quartile is associ-
ated with significantly higher negative sentiment in NSFW (p <
6.962x107°) and SFW (p < 1.156 x 10~13) subreddits. The differ-
ence in mean negative sentiment between the top quartiles of SFW
and NSFW subreddits is not significant (p = 0.136), which is con-
sistent with the fact that the error regions of the LOESS smoothers
overlap in the top and bottom quartiles of subreddit size in Fig. 5.

Subreddit Type

Fig. 7: Community representation detected by the BigCLAM algorithm.

4.4 Community Detection

To perform community detection, we executed both the BigCLAM
and Girvan-Newman algorithms using the yearly graph filtered to
include edge weights greater than or equal to the 90" percentile.
Both algorithms detected a single gigantic cluster in the network
(with few smaller clusters), suggesting dense interconnectedness
between subreddits overshadows weak, if any, sub-modular com-
munities.

4.4.1 BigClam. We ran the BigCLAM community detection
algorithm on the yearly graph filtered to include edges in the top
10% of edge weights. Surprisingly, both our own implementation
of the BigCLAM algorithm and the associated SNAP C++ package
resulted in a massive interconnected component (see Fig. 7).

Even though the BigCLAM algorithm detected 374 communi-
ties within the network (which is lower than the upper bound of
400 expected communities), the strength of membership for any
subreddit to be in any cluster is significant!, as shown in the Fig.
7. In fact, the average subreddit belongs to more than 300 com-
munities, which does not support the existence of distinct modular
clusters of subreddits. We would describe this network as strongly
interconnected with weak signs of sub-modular interest groups.

We interpret this result as the consequence of Reddit’s massive
user base. With 243.63 million monthly active users on Reddit [24],
for any pair of subreddits, it is almost always possible to find a
small group users who have co-commented in both. This is particu-
larly true among the 1,998 largest non-default subreddits in our net-
work. Therefore, the edge weight distribution in the networks are
skewed towards the lower end of the spectrum (see Fig. 8b), with
many edges possessing weights less than 0.01. Additionally, the
distribution of the top 10 percent of edge weights effectively fol-
lows a power law distribution in Fig. 8b, with a significant count
of edges near the lower spectrum of edge weights. These loosely
connected edges dominate the graph structure and overshadow the
existence of sub-modular interest groups in the network.

11n fact, the average score for F,,, is above 600.
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Fig. 8: Histogram of edge weights computed from the yearly graph, which
encode the fraction of users that ever commented in two subreddits during
the year.

442 Girvan-Newman. Similarly, the results from the Girvan-
Newman algorithm support our theory that densely interconnected
nodes overshadow the weak structure of interest groups. By analyz-
ing the dendrogram produced by the Girvan-Newman algorithm,
we found that the yearly graph filtered to include edge weights
above the 90" percentile consists of one giant cluster that covers
more than 85% of the subreddits (with 1,743 nodes in total), sur-
rounded by several small clusters.

Ultimately, since both community detection algorithms did not
identify distinctive sub-modular structures in our network, we
could not proceed with community-specific analyses of negative
sentiment.

5. DISCUSSION
5.1 Interpretation of Results

Our results tell a cohesive story: Onnela clustering coefficient, node
strength and subreddit size are associated with higher negative sen-
timent. In other words, negative subreddits tend to be more tightly
clustered, strongly connected to other subreddits (in terms of user
overlap), and contain more users. Further, we observe an interac-
tion effect with NSFW subreddits such that the relationship be-
tween Onnela clustering coefficient and node strength is signifi-
cantly stronger in NSFW subreddits as compared to SFW subred-
dits. Taken together, these results support our hypothesis that ho-
mophilous subreddits (i.e. those with tighter clustering) are associ-
ated with more antisocial behavior, as measured by negative senti-
ment.

These patterns of negative behavior may be attributable to the on-
line disinhibition effect (ODE), coined by cyberpsychologist John
Suler as the tendency of online users to “act out more frequently or
intensely than they would in person” [27].

Theories of deindividuation attribute “loss of individuality [to]
submergence in the crowd” [20], suggesting that a variety of group
properties such as size and cohesion may affect antinormative be-
havior. In Diener et al.’s study, Effects of Deindividuation Vari-
ables on Stealing Among Halloween Trick or Treaters , the au-
thors demonstrated that the interaction between group size and
anonymity produced the highest stealing rates of candy from bowls
labeled “take one only” [6]. In turn, the researchers suggested self
restraint decreases in larger anonymized groups.

Reddit is an ecosystem of pseudoanonymous individuals
(masked by non-personally revealing user names) posting, com-
menting, and voting within groups. In turn, the positive relationship
between group size and negative sentiment is consistent with pre-
dictions from psychological literature: larger groups afford more
anonymity to users, who in turn, are more likely to behave in disin-
hibited, negative ways.

Our analysis excludes the default subreddits, meaning this as-
sociation between subreddit size and negative sentiment is not an
artifact of default groups, but rather of those to which users volun-
tarily subscribe.

Standard Pearson correlation analyses revealed subreddit size is
correlated with the Onnela clustering coefficient (p = 0.351) and
node strength (p = 0.416), suggesting their increasing relation-
ships with negative sentiment may be partly due to the tendency
of larger subreddits to be more strongly connected to and tightly
clustered amongst other subreddits.

However, these observations are correlational, not causal, imply-
ing further research is needed to tease apart the interplay between
how a subreddit’s clustering, node strength, and size affect its neg-
ative sentiment.

The interaction between clustering coefficient, node strength,
subreddit size, and negative sentiment may also be medi-
ated by another factor: subreddit-theme. A simple inspec-
tion of the top 10 most negative NSFW and SFW subred-
dits (see Fig. 9) suggests specific themes may contribute
to negative sentiment. For instance, the top NSFW subred-
dits in Fig. 9 tend to be associated with graphic images
and videos (r/bestofworldstar, r/watchpeopledie, r/MorbidReality.)
and pornography (r/ConfusedBoners, r/celebnsfw, r/MassiveCock).
The top SFW subreddits tend to be associated with sports
(r/rangers, r/falcons, r/miamidolphins.) and antisocial themes
(r/Anxiety, r/PublicFreakout, r/fifthworldproblems).

Our analysis attempted to account for subreddit theme by ex-
amining the interaction between SFW status, negative sentiment,
and the network metrics we computed. However, the binary vari-
able of SFW status could be broken into granular subreddit themes,
such as sports, pornography, and violence, among others. Doing so
would provide more nuanced insight into the interaction between
subreddit theme, clustering (our measure of homophily), and nega-
tive sentiment.

5.2 Tests of Robustness

To ensure that our results were not sensitive to the exclusion of
default subreddits, we repeated all comparisons of negative senti-
ment against Onnela clustering coefficient, node strength, and sub-
reddit size using the yearly and monthly network representations
that included default subreddits. All p-values and regression coeffi-
cients were within the same order of magnitude as those produced



Hansen, Woo, Zhu

bestofworldstar -
watchpeopledie -
MorbidReality =
ImGoingToHellFor This -
ConfusedBoners -
FiftyFifty =

celebnsfw -
MassiveCock =

thick -

RealGirls =

rangers =

Subreddit

)
=)

falcons -
fifthworldproblems =
miamidolphins =
rapbattles -

Boxing -

Anxiety -
ShitRedditSays -
PublicFreakout -
MMA -

0.05

Negative Sentiment Score

=)
=

Fig. 9: Lists of top 10 most negative NSFW and SFW subreddits.

by the analysis that excluded defaults. Overall, our inferences do
not change when defaults are included.

Furthermore, we created two network representations (i.e. the
“yearly” and “monthly” graphs) to reduce the sensitivity of our re-
sults to arbitrary network constructions. Although we observe mi-
nor differences in regression coefficients and p-values, the signifi-
cant patterns are the same across both graph types.

5.3 Sources of Error

As an important caveat, we did not observe a significant relation-
ship between the Barrat clustering coefficient and negative senti-
ment. This is likely because the Barrat and Onnela coefficients cap-
ture different notions of clustering: the Barrat coefficient “reflects
how much of vertex strength is associated with adjacent triangle
edges,” whereas the Onnela coefficient “reflects how large triangle
weights are compared to network maximum” [25]. In other words,
the Barrat coefficient encodes local clustering by focusing on the
weights of a node’s adjacent edges. However, the Onnela coeffi-
cient normalizes adjacent edge weights by the network’s maximum,
thereby representing each node’s clustering in relation to the whole
network.

Local clustering captured by the Barrat coefficient is likely
skewed by the densely overlapping edges in our network represen-
tations. Since we only included users that commented at least 50
times during the year, it is possible that the Barrat coefficient does
not reveal a relationship with negative sentiment due to exclusion
of infrequent users. Further, since we included the top 1,998 sub-
reddits for analysis, it is possible that uncommon subreddits may
express different patterns between the Barrat clustering coefficient
and negative sentiment. But despite these possible sources of error,
the Onnela coefficient, which encodes the clustering of a subred-
dit relative to the whole network, is a more appropriate metric of
homophily in our study.

Another potential source of error may stem from the fact that
we used the yearly graph with filtered edges to perform commu-
nity detection. Because the complete yearly graph has 2,057,436
edges, we were limited by computational power against execut-
ing the Girvan-Newman algorithm (which is implemented in non-
optimized NetworkX) on the unfiltered graph. We chose to execute
both community detection algorithms on the same graph for ade-
quate comparison. However, these algorithms may identify more

M4SN

Mmds

distinct communities in network representations without filtered
edges.

5.4 Future Work

Although different mechanisms may be giving rise to our results
(such as the online disinhibition effect or subreddit theme-specific
variation), our analysis establishes a significant relationship be-
tween homophily and antisocial behavior on Reddit.com. This find-
ing is consistent with prior work that has documented a relationship
between homophily and negative behavior in off-line groups [1; 7;
9; 16]. Our analysis could be extended in the following ways:

5.4.1 Topic Modeling. First, researchers could perform topic
modeling on raw comments to extract overarching themes of sub-
reddits, and subsequently assess how the relationship between ho-
mophily and negative sentiment changes across different themes.
In effect, this would build upon our interaction analysis of SFW
status.

542 Cosine Edge Weights. Second, future researchers could
redefine the edge weights in the graph to obtain a different network
representation. For instance, edge weights could incorporate cosine
similarity, where:

(1) Each subreddit S is represented by a long vector v of length
N, where N stands for the total number of subreddit users.

(2) The i™ entry of the vector v equals 0 if user ¢ has never com-

mented on subreddit S, and equals ni otherwise, where n;

represents the total number of subreddits in which user 7 ever
commented.

(3) The edge weight between two subreddits A and B is defined as

the cosine similarity of the two corresponding vectors v and
B.
v

vA B

4] - [0

This formulation of edge weights is better suited with the hy-
pothesis that a person who is exposed to a broader range of topics
(represented by the number of subreddits on which he or she has
commented) should contribute less to homophilous behaviors in the
Reddit community. By properly discounting each person’s contri-
bution by the number of subreddits he or she commented on (n;),
we may better represent user commenting behavior in the construc-
tion of Reddit network representations.

In conclusion, it is our hope that this analysis of homophily and
antisocial behavior in online social networks sparks further inquiry
concerning the mechanics of echo chambers in digital communi-
ties.

w(A, B) = @)
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