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ABSTRACT
Small-world networks are widely studied in many contexts due to their prevalence. For example, the collaboration network of movie actors is a small-world network, with short diameter and high clustering[6]. However, the availability of large-scale, crowd-sourced metrics of movie popularity and success allow us to gain deeper insight into how global and local network properties actually influence the careers of individual artists (both actors and directors) and the critical or popular success of the movies they act in. In this project, we analyze critic and audience ratings data from the website Rotten Tomatoes to provide insights into these questions. After verifying the global small-world and power-law properties of the networks, we use Personalized PageRank to estimate the quality of individual artists to the movies they work on. Then, we use both Spearman’s rank correlation coefficient and linear regression for various egonet graph properties to determine whether they are correlated with our artist quality metric. In performing this analysis both for the entire dataset, and as time series data, we conclude that small world properties of film artist’s egonets correlate negatively with the quality of their artistic output. Instead, the most valuable predictors of their success seem to be having ties to multiple disparate communities. Finally, we find that the artist ratings time series lags the egonet property timeseries by three years.

1. INTRODUCTION
There’s an old saying about success that “it’s not what you know, but who you know”. Scientists studying social networks have taken this a step further in some cases to show how the specific structure of the social network around you predicts success[5]. We set out in this research to determine whether network properties correlate with successful moviemaking. In particular, we would like to discover whether any local network properties of actors and directors (which we refer to collectively as “artists”) are predictive of the success of their movies, and whether those properties and the success of an artist’s ventures evolve together over time. What do the properties of this collaboration network look like and do they differ when partitioned by genre? This extension of prior work in [5] to study the evolution of the network over time could provide valuable insights into the role of network structure in the success of creative ventures.

2. RELATED WORK
2.1 Barabasi et al (2002): Evolution of the social network of scientific collaborations
This paper[1] models the dynamics that govern the topology and evolution of social networks, and in particular the collaboration network of scientists. While key network properties like average path length, clustering coefficient and average degree are usually interpreted as static values, the authors show that these values change over time. This paper gives us a good reference methodology to do temporal analysis on our movie-artist bipartite graph, and it will be of interest to see if the same temporal tendencies observed by the authors (i.e. decreasing average path length, decay in clustering coefficient, increasing of average degree) are also observable in our dataset.

2.2 Uzzi and Spiro (2005): Collaboration and creativity: The small world problem
In this insightful paper[5], the authors investigate the bipartite network of creative artists working on Broadway musicals from 1945 to 1989. In addition to the global small-world coefficient $Q$ of a network in a given year, they investigate the impact of local network properties, such as local density, structural holes and closeness centrality on the financial and artistic success of the musicals. Their most interesting finding is that the relationship between success and $Q$ is parabolic; as $Q$ increases, the probability of a musical succeeding increases up to a point, after which it falls. Their explanation is that a $Q$ that is too small inhibits creativity due to lack of new ideas, while a $Q$ that is too big inhibits creativity by inducing homogeneity.

This paper[3] is representative of a somewhat popular topic area in machine learning – predicting box office revenues of movies. The authors’ major contribution is the incorporation of the text of pre-release critic reviews into their predictive linear model (with elastic net regularization). The paper reports results using a number of combinations of metadata features and text features. Our interest pertains to the use of actor and director metadata to predict movie outcomes. The regression weights offer one possible way to quantify the contribution of each individual to success or failure of movies. However, after studying this possibility, we found that it did not provide accurate results. This is explained further below.

3. ROTTEN TOMATOES DATA SET
3.1 Description
The data set we use in this project has been collected from the Rotten Tomatoes website by Chau et. al. [2]. It contains movies, ratings by critics and users, actors, directors, links to more information and links to similar movies. More specifically, it contains 197789 movies ranging from 1891 to 2016 and metadata for each movie, including studio name, up to 10 genres, 5 cast members, and 2 directors, the MPAA rating, runtime in minutes, critic rating (from 1-100), audience rating (from 1-100), and links to similar movies as suggested by human contributors. A “rating” here represents the percentage of reviews that were positive.

3.2 Preprocessing
As Figure 1 shows, the majority of movies in the database were released after 1990. In addition, both critics and audience ratings show a nostalgia effect. That is, older movies get higher ratings, presumably because only the best older movies are actually watched and reviewed today. To avoid confounds related to this earlier data, we work only with the data from 1990 onward.

Furthermore, the “Music” and “Sports” genres do not employ the type of collaborative filmmaking we seek to study here because they consist almost entirely of concert videos and highlights of a particular sports team’s season. Because of this, we filter out all movies from these two genres before performing our analysis.

From the remaining data, we form two graphs. The artist-artist graph contains a node for each artist and an edge if the two artists contributed to the same film. The movie-artist bipartite graph contains two node types (movies and artists) with an edge if the two artists contributed to the same film. The degree distribution of artists i.e. the number of movies an artist has contributed to follows (as expected) a power law distribution with an estimated =2.42. The bipartite CC distribution is peaks at very low and high CCs (Figure 3). Both networks have a giant connected component containing over 75% of the nodes.

4. GLOBAL NETWORK PROPERTIES OF ARTIST AND MOVIE NETWORKS
We initially investigate the global properties of two networks: the artist-artist collaboration network, and the movie-artist bipartite network.

4.1 Unipartite artist-artist collaboration network
The artist collaboration graph has 227139 nodes and 1244329 edges, with a diameter of 15 and average clustering coefficient (CC) of 0.75. This suggests a small-world network.

As shown in Figure 2, the degree distribution suggests a power law with estimated =2.42. The high fraction of nodes with CC=1 is an artifact of collapsing a bipartite network, due to a high number of cliques (one per movie)[4]. In addition, there is no obvious way to incorporate movie ratings in this network. For that, we must turn to the bipartite movie-artist graph.

4.2 Bipartite artist-movie network
The artist collaboration graph has 293672 nodes and 407502 edges, with a diameter of 36 and average CC of 0.39. Note that the CC is for the bipartite graph, as defined in [4]. Both networks have a giant connected component containing almost all nodes.

5. ESTIMATING ARTIST CONTRIBUTIONS TO MOVIE RATINGS
A naive approach to quantifying artist quality might simply use the average critic or audience score over all of the movies that the artist contributed to. However, this gives equal credit to a master actor starring in the film and a lesser contributor who had less impact on the films success. We look for superior solutions to tease apart the contributions of the various contributors to each film.

5.1 Failed attempt to use Linear Regression to estimate artist quality
Our first attempt uses Linear Regression to estimate individual artist quality. A linear model would explain which present artists had the largest positive and negative impacts on the movie. We set up the regression as L2-regularized least squares after initial attempts without regularization resulted in a cascade of very large positive and negative coefficients:

\[ \theta = \arg\min_{\theta} \| Y - \theta^T X \|^2_2 + \lambda \cdot \| \theta \|^2 \]

Our input matrix X is the adjacency matrix of the movie-artist bipartite graph, where each row of the matrix represents a movie. Y is a vector of either audience or critic scores.

This method produces a puzzling scoring where middling actors rise to the top of the list. Results for this and following artist scoring methods are show in Tables 2 and 1. Analysis shows two probable reasons. First, an artist is penalized when they work with a very highly-rated artist, and great artists are likely to work together often. That is, if you have a movie with a critic score of 90%, 3 incredible artists collaborating in it might each be given a regression weight of only 0.3. The second, flip side, of this is that an okay artist working with a very bad artist, even on a poorly-rated movie, sees their coefficient artificially boosted to offset the very bad artist’s highly negative coefficient. These failures lead us to look in a different direction for artist scoring.

5.2 PageRank based only on link structure (PR)
Figure 1: Basic information about movies and their ratings.

Figure 2: Distribution of degree and clustering coefficient for unipartite actor-actor graph.

Figure 3: Distribution of degree and clustering coefficient for bipartite movie-actor graph.
For our next method, we calculate the standard Google PageRank for each node to investigate the baseline impact of the link structure of the bipartite graph. We perform this calculation on two graphs: the original graph and a graph only containing movie nodes with critics ratings, along with the associated artists.

As expected, the top ranking actors are simply the ones that are most popular. The audience list is more diverse internationally, while the critics list is focused on Hollywood actors. However, this method does not use any information about the ratings, which is our next step.

**5.3 Personalized PageRank with ratings as teleport vector (PPR)**

In order to incorporate ratings information, we use PPR. On teleportation, rather than selecting uniformly at random from a personalization set, we select from the set of all movies weighted by their audience or critics rating from 1-100. For an artist node, the teleport weight is set to 1.

These results are more sensible than the general PR. Why does it work? Since a random walker teleports more often to a highly rated movie, this in turn leads to a higher probability of reaching an artist in that movie. The more an artist is in highly rated movies, the higher the probability mass received by that artist.

**5.4 Personalized PageRank with squared ratings as teleport vector (PPR²)**

Our results in the previous section are promising, but high ranking of Bruce Willis and Nicolas Cage as top critically-acclaimed artists cause us some concern about the fate of humanity. Our hypothesis is that the signal from ratings is not strong enough to overcome the information in the link structure. In order to emphasize the ratings, we re-run PPR, this time using the square of the ratings as teleport weight for movie nodes.

Bruce Willis and Nicolas Cage move down the rankings and Woody Harrelson is replaced by Steve Buscemi in Table 1, making for a list which we are satisfied passes a plausibility test.

One final enhancement, setting edge weights based on the ordering of the actors to give most credit to the movie’s biggest contributors, does not appear to improve the results.

We would like to acknowledge two possible criticisms of our methodology. We used a fairly subjective criteria for determining which of these artist rating methods was best. When we couldn’t justify surprising results with the data, we continued to try new and enhanced methods. However, our purpose was only to find a method that produced a plausible and defensible scoring of artists with which to we could compare egonet properties.
Additionally, an astute reader may note that, taken to its limit, the PPR\(^2\) method almost reduces to each artist’s average movie rating. But it provides a couple of advantages over taking the average rating. First, it gives more credit to artists who have high ratings in multiple films. Second, PPR\(^2\) is mostly driven by that average rating, but is also driven in smaller part by the quality of the artist’s surrounding network. This is an improvement over simply using the average rating because working with other artists who are highly rated is a social signal that an artist is of high quality.

Henceforth, when we refer to “artist quality”, we are measuring that in terms on this PPR\(^2\) metric.

6. EGONET PROPERTIES OF ARTIST NETWORKS

Uzzi and Spiro find a strong correlation between critic success of theater artists and the small world properties of their collaboration network[5]. We set out to investigate whether a similar correlation exists for film artists when looking at their local ego-networks. To that end, we compute the following egonet properties. Each of these properties is computed over each artist’s egonet, which consists of the artist plus any other artist with which they have collaborated.

- **nn**: Number of nodes.
- **ne**: Number of edges.
- **di**: Diameter. The longest shortest path length.
- **sp**: Average shortest path length.
- **dc**: Degree centrality. The percentage of nodes that the ego node is connected to. This is always 1.0 and should be excluded from future versions of this paper. Because it appears in some plots, it remains here for explanation.
- **bc**: Betweenness centrality. Fraction of shortest paths that pass through the ego node.
- **cc**: Clustering coefficient. The fraction of possible triangles that exist.
- **dc**: Degree centrality. The percentage of nodes that the ego node is connected to. This is always 1.0 and should be excluded from future versions of this paper. Because it appears in some plots, it remains here for explanation.
- **bo**: Brokerage. The fraction of possible edges that do not exist.
- **effsz**: Effective size. The number of neighbors of an ego node minus the average number of edges between its neighbors.
- **effcie**: Efficiency. Effective Size normalized by the actual size (i.e., the percentage of non-redundant neighbors).
- **wcc**: The number of weakly-connected components that remain after deleting the ego node.

7. RELATIONSHIP BETWEEN EGONET PROPERTIES AND ARTIST QUALITY

We measure the correlation between network properties and artist quality using Spearman’s rank correlation coefficient (\(\rho\)). This measures how well the relationship between the two variables can be described as a monotonic function, without making any assumptions about linearity or even magnitude.

7.1 Using Data as a Whole

We do find strong correlations between egonet properties and artist quality, though \(\rho\) does not come close to 1.0 or -1.0, so it is clear these are not the only factors at play. The Spearman’s \(\rho\) test yields a surprising result, since we might have expected, based on the global effects measured in [5], to find a positive relationship between clustering coefficient and artist quality. For film artists, the opposite appears to be true. Egonet properties related to high embeddedness correlate negatively with artist quality, while properties related to high betweenness correlate positively with quality (Figure 4). It appears that in the film industry, at least, it is more advantageous to be on the periphery of multiple communities than to be deeply embedded in a single one.

7.2 Analysis by Genre

For the most part, egonet property correlations are consistent across genres, though the magnitudes may vary. Two exceptions are worth noting. First, for films labeled as “cult
movies”, smaller egonets are positively correlated with quality, unlike most other genres, where larger egonets correlate positively with quality (Figure 5).

Second, the correlation of the \(wcc\) metric with quality varies between genres. For some genres, like cult movies, being connected to many disparate components is an indicator of quality, while for others genres and for artists overall, there is small or sometimes even negative correlation between \(wcc\) and quality (Figure 6).

7.3 Artist network examples

Two illustrative examples of this brokerage/quality principal are shown below. Michael Apted (Figure 7), a british director, writer, producer and actor has high brokerage/betweenness and a high artist quality score. Andy Samberg (Figure 8), a purely comedic actor has low brokerage and a correspondingly lower artist quality rating. It is bit difficult to see in the graph plots, but Apted’s neighbors (less Apted) make up 4 connected components, while Samberg’s neighbors (less Samberg) make up one giant connected component.

8. TEMPORAL ANALYSIS

8.1 Finding optimal lag

Next, we examine the correlation between egonet properties and artist quality as they vary over time. To do this, we compute each property, including our \(PPR^2\) score for each year to capture the evolution of the properties over time. The annual datapoints are cumulative, so the properties for year \(Y\) are computed using data for movies released from 1990 (the beginning of our data) through year \(Y\). The Spearman \(\rho\) for data broken out in this format is approximately the same as for the data when examined as a whole, though, not surprisingly, the predictive power is slightly less than when the data is analyzed as a whole.
Although we can’t prove causality, we would like to know whether a change in egonet properties precedes a change in artist quality or vice versa, and the size of that lag, if any. To measure this, we run the Spearman test for lags ranging from 0 to 8 years. At each lag value, we compute the mean absolute correlation (MAC) for the properties at that lag. If we let $\rho_{yi}$ be the quality correlation of property $i$ when computed with a lag of $y$ years, then our optimal lag $L$ is computed as:

$$L = \arg\max_y \frac{1}{n} \sum_{i=0}^{n} |\rho_{yi}|$$

This results in an optimal lag of 3-4 years (3 years for audience ratings, 4 for critics ratings). That is, we observe egonet property changes 3-4 years before we observe the full impact of the corresponding artist quality change. The difference between the 0 year lag and 3 year lag is not enormous – it is on the order of 0.1 in the unitless Spearman $[-1, 1]$ scale – but it is measurable.

### 8.2 Verification with regression

Given this time lag, we would like to know whether we can predict future artist quality from present-day egonet properties. In some sense, this is an alternate verification of the lag result using Spearman’s correlation coefficient, but it is also a predictive model for future artistic success.

To set up the test, for each lag value, we take the egonet properties from year $Y$ and quality scores from year $Y + \text{lag}$. We train a model using linear regression with Lasso regularization using a randomly selected 75% of the data. Then we test our error using the remaining 25% of the data. We repeat this test 3 times for each lag value. The results confirm an optimal 3 year lag of quality changes after egonet changes, as seen in Figure 9.

### 8.3 Precise relationship of egonet properties to artist quality

Though we have established a correlation between egonet properties, we still do not know whether the relationship is linear, exponential, quadratic, or something else. Uzzi and Spiro find a parabolic effect between small world properties and artist quality in the theater community[5]. For their dataset, there is a “sweet spot” where a world is small, but not too small. We would like to know whether this holds true for the film community as well. As discussed in Section 6, many of our properties are closely related and will have similar or identical behaviors. In plotting the individual properties against artist quality, we find that there are only 3 families of plot shapes, which are either exponential or linear. None are parabolic (Figure 10). Again, our film community results diverge from previous results in the theater community.

### 8.4 Discussion of Results

The 3 year lag between the observed change in an artist’s egonet and the change in their movie ratings is perhaps not surprising. One possible explanation is that their network improves, which gives them entrée into an improved project. Alternately, perhaps there is a latent change in the artist’s abilities which effects both the egonet change and the later ratings bump. Other confounding factors could be present. For instance, perhaps the network structure somehow affects ratings in ways we cannot observe in our data, and which have nothing to do with an artist’s film-making talents (e.g., improved public relations). As usual, we must point out that we have only proven correlation and cannot make any strong statements about true causation. However, all of our results point to Granger causality of of egonet properties on artist quality.

### 9. FUTURE WORK

We showed correlation and time series sequencing to arrive at a conclusion of Granger causality, but we did not run formal Granger causality tests against the data to get a p-value for that conclusion. This would be a logical next step in ensuring the validity of the result.

Additionally, the use of PageRank at all as an artist scoring mechanism presents a possible threat to validity in that the graph properties we are measuring might be inherently tied to our artist scoring measure. A round of tests using a completely graph-independent measure, such as the average rating of movies to which the artist contributed, would be an effective way to allay that concern.

### 10. CONCLUSION

Our discovery of the strictly positive correlation between brokerage and high artist ratings came as a bit of a surprise, since we expected our findings to be closer to previous work on global network data from the musical theater community. These findings are, however, consistent with the theory of the “strength of weak ties”. Artists in the film industry who straddle multiple communities seem to gain benefit from those associations, allowing them to create work that garners...
more critical and popular acclaim than their more insulated counterparts.
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Figure 10: Individual egonet properties plotted against artist quality result in only 3 families of plots, none of which is parabolic.