1 Introduction

The goal of our project is to predict ratings of peer-generated content using personalized metrics within the Extended Epinions data set. In terms of networks and network theory, we hope to use global and local trust metrics within the Epinions social graph, as well as measures of user activity and user similarity, to inform our predictions of a rating. To do this, we will generate a set of features over the aforementioned metrics and build a classifier, which will we then evaluate to quantify its predictive power. Our end goal is to have an understanding of which network properties are most informative in predicting ratings, as well as to have a powerful predictor, based on these properties, for said ratings. In the context of users responding favorably, or negatively, to content based on network parameters, accomplishing this goal could have implications for a widespread set of problems relating to understanding how we receive and evaluate content.

2 Motivation

An improved understanding of how users rate content could give valuable insight into what constitutes a high-quality article. This information can immediately be turned around to help create better, more useful articles. Furthermore, there are potential applications to areas such as targeted advertising, where the key question is to identify what kind of content a particular viewer would be most receptive to. While the practical benefits are many, we sought to build some intuition on how trust in a network related to ratings to validate our project and motivate our approach.
Thus, we studied the ‘immediate’ correlation between trust and rating. This correlation is ‘immediate’ in the sense that we only consider how neighbours in the trust graph rate each other’s articles. A strong correlation would justify our use of the trust graph to predict the rating a user will give to another user with whom there has been no prior interaction. As every user will have varying degrees of predisposition to give positive ratings we have to take this bias into account while assessing the significance of a rating. Each point in the scatter-plots represents the behaviour of a single user. Only users who have rated more than 10 reviews are plotted. In all graphs, the $x$-coordinate is the average rating a user gave to a review averaged over all reviews s/he has rated. Hence, points with a small $x$-coordinate are extremely critical users while points with a large $x$-coordinate are users who ‘dole out the 5s’.

The $y$-coordinate in Figure 1 is the average rating a user gives to someone s/he trusts. This graph shows that users on average give a higher rating to those they trust. This also shows that most of the users are quite liberal. In fact there are a significant number of users who only give fives or above on average. The $y$-coordinate in Figure 2 is the average rating a user gives to someone s/he distrusts. This graph has a lower number of data points because there are few distrust links in the network but as expected there are almost no points above the line $y = x$, i.e. people on average rate give lower than their average ratings to articles written by those they distrust. Finally, the $y$-coordinate in Figure 3 is the average rating a user gives to someone s/he doesn’t know. Here we see a roughly linear plot with a stronger tendency to err on the side of caution. These data points correspond to the situations in which we expect our classifier to be of most use.

3 Prior Work

In order to build a perspective-sensitive classifier, we need to understand how individual users rate content, and more importantly, on what do they base their ratings. The models described in [2] show the necessity of considering the individual when looking at rating trends; it is insufficient to use only
global metrics, particularly in cases where there is high variance in user opinion. These results are corroborated by analysis done in [3], where the authors developed a local trust metric between 2 specific users. While their data was of a different flavor, they nonetheless found that the local metric was especially important for making good predictions when the user being evaluated was controversial. The algorithm described here, MoleTrust, serves as the inspiration for our own local trust metric algorithm that can be applied to this dataset. Finally, recent work done in [1] builds on established principles of status theory by considering another personalized metric: similarity of users. They concluded that users tend to rate those they view as similar to themselves more favorably. We draw from this work to create several similarity metrics of our own (as they apply to content creation and evaluation activities) to add another dimension on which we can make predictions beyond user trust.

4 Methodology: Data Curation

Due to the massive amount of data in the Extended Epinions dataset, we found it necessary to use only a small subset of the data to make the training of the learning algorithms tractable. Furthermore, preliminary analysis of the data set indicated that many users are ‘low-activity’, in the sense that they have few trust links and/or written articles and/or ratings. Since any machine learning classifier requires at least a moderate amount of data to train on in order to be of any use, we decided to prune our dataset by filtering users on a set of criteria. Specifically, only users that satisfied all of the following constraints (on the full dataset) were kept; the rest were omitted:

- Total degree ≥ 25
- In-degree ≥ 15
- Ratings given ≥ 300
- Articles written ≥ 7

Note that this data curation method is heuristic; these constraints do not hold on the reduced subset when all other users and articles are removed. However, we found that for the vast majority of users (> 90%), these properties still held after the rest of the dataset was trimmed. Some statistics of the original and curated datasets are shown below:
Immediately we see that though we’ve kept < 5% of the user base, we captured about one third of articles (by authorship) and about two thirds of ratings. We also observe that our fraction of ratings that are 5-stars increases from 79% to 88%, and similarly our ratio of positive to negative edges goes from 5.8 : 1 to 10.9 : 1. These are some interesting results on their own, showing clear correlations between activity levels and positivity of users. It has also made our class imbalance problem worse.

5 Methodology: Approach

We will train several different classifiers over our feature set to empirically determine which is the most appropriate for this application. All of our classifiers were binary classifiers, where we assigned a value of 1 to labels corresponding to 5-star ratings and 0 to all other ratings. While it is fairly straightforward to extend this to classifying 1-, 2-, 3-, and 4-star ratings separately by building nested classifiers, we saw minimal practical gains for such classifications given the distribution of ratings across the articles corpus. We focused on two distinct analysis perspectives in building and testing our classifiers. The first perspective is user-centric, which asks the question ‘Given a user, can we predict how he will rate any article?’ The other perspective is article-centric, which asks the question ‘Given an article, can we predict how any user will rate it?’ We will analyze these approaches, as well as their pros and cons, in greater details in a later section.

6 Methodology: Features

Since this dataset contains no information about the intrinsic content of individual articles, we cannot directly construct features that are unique for a given \{rater, article\} pair. An indirect approach we tried was to define features to capture the neighbourhood of a rating (i.e. which other users also rated this article and what is their relation to the original rater), however because of the homogenous nature of the dataset these features were not rich enough to run predictions on.

To work around this problem, we generated four types of features at the user level and at the \{rater, author\} level. These features were used to train the article-centric classifiers with labels corresponding to the appropriate rating of that article by each rater. For the user-centric classifiers, however, a \{rater, author\} pair \((r,a)\) is labelled 1 if, in the set of ratings given by \(r\) to articles written by \(a\), the we observe more 5-star ratings than we would expect by chance in the pruned dataset (\(> 88\%\)); and 0 otherwise. Such aggregation is necessary when predicting on users.

Our feature set consisted of 11 different features spanning 4 different feature classes. An explanation of each feature is shown below:
7 Local Trust Metric

Since prior work has shown the value of personalized trust metrics in making accurate predictions of controversial users/content, we sought to use such metrics in our predictor. Initially, we wanted to use the MoleTrust algorithm described in [3] directly, but observed that it required continuous-valued trust values as an initial condition. The Epinions dataset has only trust (1) or distrust (-1) links, so a novel algorithm was required. There were a few requirements we had for our algorithm:

- Symmetric about the origin: positive trust propagation should behave in the same way as negative trust propagation, with opposite scores
- Asymptotes to 1 as score goes to ∞: we want any non-explicit trust links to have values strictly between (−1, 1), excluding. No propagated (assumed) trust score should ever be as strong as a given (user-provided) trust score.

With these requirements in mind, we came up with the local trust metric algorithm shown above. The algorithm will compute a BFS and then each node will assume the score that is the sum of their parents’ (given trusted/distrusted user nodes receive fixed scores of 1/−1, respectively). Each score (except adjacent neighbors) is normalized with $F_{\text{norm}}$ before being propagated, where $F_{\text{norm}}$ can be any function that satisfies both requirements above. We chose, by experimentation:

\[
F_{\text{norm}} = \frac{x}{|x| + 5}
\]
8 Results

We ran all tests using Sklearn, a python package for machine learning. In order to emphasize the effectiveness of our approach, we focused on controversial articles and controversial users, where the ratio of 1 labels to total samples was below a threshold of .85. Otherwise, even a ‘stupid’ predictor, which always predicts a label of 1, has an precision above 95%. We also chose to test our classifiers on several different feature sets, including a feature set with all available features, to inspect which properties were most informative. They are listed as follows:

Global:
- norm_num_rates_received (rater)
- avg_rating_given (rater)
- norm_num_rates_given (rater)
- g2 (rater)
- avg_rating_received (rater)
- g1 (rater)

Local:
- local_trust_metric

Similarity:
- trust_similarity2
- subject_similarity1
- subject_similarity2
- trust_similarity1

We ran k-fold (k=10) analysis on feature-label files from both perspectives, further stratiﬁng by three separate learning algorithms, and four separate feature sets. Our results are as follows:
As can be seen in the comparisons of precision and recall data, we trained several classifiers with precision and recall near .95, with variation in performance depending on the algorithm and feature set. In total, we tried 7 different classifier algorithms, and observed best performance from Decision Tree based strategies. This is perhaps expected given that, in general, decision trees work particularly well in relatively low feature spaces. Additionally, given the uncertainty in how our features scale, the robustness of trees may have proved valuable and contributed to their good performance. Using the RandomForest algorithm (forest size = 10), we also performed feature importance analysis on the full feature set.

These results showed that different features are important to different perspectives. In the articles perspective, the importance of the rater’s average rating appears to be the most influential feature. This seems to fit a general intuition of the problem: a user who rates highly in general will rate an article highly. In the user perspective though, the overwhelmingly most important feature is the average rating received of the rater. This seems to suggest that users who are rated positively turn around and rather others positively (and vice versa). Still, all of our features had predictive power, including our local trust metric. Additional experimentation with trust propagation methods through the graph would undoubtedly improve the performance of this feature.

With regards to article-centric vs. user-centric classification, we note that in article-centric classifiers, many of our articles did not have sufficient ratings to build meaningful features from, or the article had only 5-star ratings (1 labels). Such a predictor is of little value, as is it either meaningless or trivial. User-centric classifiers did not have this problem, as much of the user data was very rich, allowing for good features and consistent predictions. On the other hand, article-centric classifiers more precisely model how a user will rate a specific article, while the user-centric methods cut a few corners by aggregating over ratings (though they still produce good results).
9 Conclusion

We can conclude from the results of our experiments that we can accurately predict ratings of article on Epinions by leveraging information about user trust, user similarity, and user activity. Despite a very skewed distribution of ratings and trust edges, we were able to achieve high accuracy on even the most controversial users and articles, a task which would be impossible without this information. We proposed two notably different approaches to the problem and evaluated them both, highlighting the strengths and weaknesses of each (though both performed well, overall). We identified and quantified which features were most informative under which conditions, as well as made some interesting discoveries about the user base of Epinions. Finally, we developed a novel algorithm for computing a local trust score between two users by propagating trust values over paths in the neighborhood of the users. The algorithm added predictive value to our classifiers, particularly when considering controversial users/articles. Future work in this area could further improve predictive power with carefully-tuned local trust metrics or by employing more complex features.
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