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ABSTRACT
Abusive behavior in online retail websites and communities threatens the experience of regular community members. Such behavior often takes place within a complex, dynamic, and large-scale network of users interacting with items. Detecting abuse is challenging due to the scarcity of labeled abuse instances and complexity of combining temporal and network patterns while operating at a massive scale. Previous approaches to dynamic graph modeling either do not scale, do not effectively generalize from a few labeled instances, or compromise performance for scalability. Here we present BiDyn, a novel method to detect abusive behavior in dynamic bipartite networks at scale, while generalizing from limited training labels. BiDyn develops an efficient hybrid RNN-GNN architecture trained via a novel stacked ensemble training scheme. We also propose a novel pre-training framework for dynamic graphs that helps to achieve superior performance at scale. Our approach outperforms recent large-scale dynamic graph baselines in an abuse classification task by up to 14% AUROC while requiring 10x less memory per training batch in both open and proprietary datasets.
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1 INTRODUCTION
Detecting abuse is an important problem in online social communities and e-commerce websites. In online social communities (such as Reddit or Wikipedia), propagating misinformation, trolling, and using offensive language are considered as abuse [5, 19]. In e-commerce websites, abuse consists of fraudulent activities such as artificially raising the search ranking of an item via fake reviews or purchases [19]. Such abusive behavior reduces user trust, engagement, and satisfaction.

The online activity of abusive users tends to have significantly different interaction patterns compared to genuine users. For example, in e-commerce websites, abusive customers’ engagement with items (e.g., daily clicks or purchases) follows fluctuating patterns [2]. Similar patterns are observed in online forums, where abusive users target a small set of articles by posting harmful comments [5]. In the above scenarios, an accurate machine learning approach is required to model the structural and temporal dynamics of users.

There are three major challenges in detecting abuse in real-world applications. (1) Abuse in online communities or e-commerce websites manifests itself over time, giving rise to dynamic graph structure. Common abusive behaviors, such as continuously clicking on an article to boost its ranking, and offering such fraudulent services to several abusive items [19], involve both temporal and graph-structured aspects of the data. Thus, it is crucial to effectively combine both sources of information. (2) The real-world abuse detection problem in industry requires training and prediction on extremely large-scale graph datasets containing hundreds of millions of nodes and edges [27]. (3) It is prohibitively costly to obtain human annotated labels for abusive users to train abuse detection models, and this difficulty is compounded by the rarity of abusive behavior [1]. Hence, the model should be able to learn from a very small amount of annotated data.

There is a plethora of existing work on dynamic graph models [7, 13, 20, 22, 26]. However, the challenge is to combine the information at scale while maintaining model performance. For instance, dynamic graph modeling methods that model the full interrelationships between users and items incur great runtime costs, limiting them to small datasets [7]. Another line of work based on graph neural networks (GNNs) [1, 17, 26] is limited to shallow networks due to the exponential memory cost of increasing model depth with minibatch training. On the other hand, scalable graph modeling techniques based on random walk propagation [12] are able to efficiently handle large-scale graphs, but they do not capture dynamic edge feature information and therefore cannot be extended to dynamic graph settings.

In this paper, we address the above challenges and propose a novel dynamic graph model BiDyn focused on abuse detection.\textsuperscript{3} We apply our work to a large e-commerce dataset as well as to public datasets. Our work has the following components:

\textsuperscript{3}Project website with data and code: http://snap.stanford.edu/bidyn
Joint modeling of time and graph information: We introduce an efficient neural architecture for dynamic graph data on massive graphs called BiDyn (Bipartite Dynamic Representations). BiDyn can handle both static and dynamic features via recurrent (RNN) and graph neural network (GNN) modules. We propose compact feature representations and minbatching practices to ensure low memory usage, and set aggregations to handle simultaneous events in a dynamic graph. We outperform the most recent dynamic graph baselines (TGAT and JODIE) by up to 14% in AUROC on an abuse classification task in both open and proprietary datasets.

Scalable training scheme: We introduce a scalable alternating training scheme for our model that is applicable to general node classification on dynamic bipartite graphs (Figure 1). The training scheme evolves node embeddings by training on user and item nodes in alternating optimization rounds. Training on one class of nodes at a time allows for training of deep non-linear GNNs without the memory expense of end-to-end training. Our novel training scheme makes our model 10X more memory-efficient than popular baselines, making training of deeper models feasible, thus leading to significant performance boost.

Self-supervised pretraining framework: We tackle the problem of label sparsity by leveraging inductive biases from domain knowledge. We propose a memory-efficient, self-supervised pretraining task that simultaneously combines sequence and graph autoencoder objectives, allowing the model to generalize from limited training labels. We demonstrate that this task provides an initial separation of abusive and normal nodes before the main training stage, providing a significant performance boost.

The rest of the paper is organized as follows. We summarize the related work in Section 2. We define our problem and notation in Section 3. We also provide a motivating analysis for our model, differentiating it from similar approaches while also making use of supervised training labels. A general principle for anomaly detection is to look for nodes whose behavior has low probability compared to normal behavior [4]. Such methods circumvent the need to collect expensive ground truth labels, but are limited to detecting specific behaviors from prior knowledge. This strategy is fundamentally hard for detecting abuse, since a shrewd abuser will look to "blend in" with normal users [1], making unsupervised anomaly detection methods perform poorly. BiDyn demonstrates that combining scalable pretraining and supervised fine-tuning effectively incorporates inductive bias from this probabilistic approach while also making use of supervised training labels.

2 RELATED WORK

Dynamic graph modeling. General machine learning models have been introduced for dynamic graph data [7, 13, 17, 20, 22, 26]. However, due to the high number of events associated with each node compared to static graphs, dynamic graph models suffer from high memory requirements needed to maintain a wide receptive field in both field and graph. Existing models either do not scale to large graphs [7] or make concessions by not propagating gradients back in time [13, 20], or by using a very small receptive field in large graphs [22, 26]. As a result, existing models either cannot be applied to large-scale graphs, or are limited to short-term predictions [13, 20]. In contrast, BiDyn models node behavior considering a long time range and large number of interactions (edges), crucial for high performance in abuse detection.

Scalable graph neural networks. A number of scalable static graph neural network methods have been proposed [12, 24, 25, 27]. Such methods decouple model depth from receptive field size, by either removing nonlinearities between model layers [24] or using random walks to propagate messages over long distances [12, 27]. These techniques reduce the runtime and memory usage of the models. However, removing nonlinearities also reduces the expressiveness of the model, potentially reducing performance for complex tasks. Furthermore, unlike previous works, BiDyn extends scalable static GNNs to the dynamic graph setting.

Anomaly detection. Unsupervised approaches have been introduced for detecting anomalous behavior both for static [2, 14, 15, 19] and dynamic [3, 28, 30] graphs. A general principle for anomaly detection is to look for nodes whose behavior has low probability compared to normal behavior [4]. Such methods circumvent the need to collect expensive ground truth labels, but are limited to detecting specific behaviors from prior knowledge. This strategy is fundamentally hard for detecting abuse, since a shrewd abuser will look to "blend in" with normal users [1], making unsupervised anomaly detection methods perform poorly. BiDyn demonstrates that combining scalable pretraining and supervised fine-tuning effectively incorporates inductive bias from this probabilistic approach while also making use of supervised training labels.

3 ABUSE DETECTION PROBLEM

We first introduce our problem setup and the model architecture. We further demonstrate an efficient training algorithm to scale to large-scale graph datasets. Finally, we use pretraining to improve performance in rare-label scenarios, crucial for abuse detection.

3.1 Problem Setup and Notation

Throughout, let \( [x_1, \ldots, x_n] \) represent an ordered sequence and denote concatenation of vectors. We consider dynamic bipartite graphs \( G = (V, E, f, g, h) \) with nodes representing users \( A \subseteq V \) and items \( B \subseteq V \) \( (A \cup B = V, A \cap B = \emptyset) \), and timestamped edges between them, of the form \( \text{if} (u \in V, v \in V, t \in \mathbb{R}) \in E \), where \( t \) is...
Abusive nodes have more fluctuating activity levels than normal users.

Figure 2: (a) Degree of abusive and non-abusive users in the e-commerce network as a function of time. Abusive users (red) have more fluctuating activity levels than normal users (blue), which remain relatively constant. (b) Abusive nodes in the e-commerce network have systematically lower log-probability than normal nodes under a graph autoencoder model.

Due to the challenges outlined in the previous section for detecting abusive behavior, it is important we understand the ways in which anomalous in their time or graph behavior, so that anomalous nodes can be automatically identified by the model even with limited training data. Next we develop a scalable model that satisfies these conditions.

### 3.3 Design Choices

The observations in Section 3.2 provide insights into important components of an abuse detection model, which we take as design choices for our model. The model should (1) combine modules which consider the temporal and the graph nature of the interaction data; (2) use a pretraining objective to model whether nodes are anomalous in their time or graph behavior, so that anomalous nodes can be automatically identified by the model even with limited training data.


4 PROPOSED METHOD: BIDYN (BIPARTITE DYNAMIC REPRESENTATIONS)

BiDyn can be viewed as a stacked ensemble learning method [23] for transductive learning on dynamic graphs, achieving high performance by layering many copies of a core architecture and training them efficiently. The core of the model is a streamlined architecture combining recurrent and graph neural network components to model time and graph information. Importantly, we introduce a scalable training scheme for this model that enables training of the core model on large real-world graphs while maintaining a wide receptive field. Finally, we introduce a pretraining framework within this training scheme that allows incorporation of prior domain knowledge to label sparsity. We develop an efficient dynamic graph modeling task that is particularly suited to detecting abuse and other rare events. The architecture, training method and pretraining framework combine to form a scalable, powerful method for detecting abuse in production-scale dynamic networks.

4.1 Core Model Architecture

BiDyn consists of a Recurrent Neural Network (RNN) phase, followed by a Graph Neural Network (GNN) phase. We process the time and graph information through these separate components in order to allow each component to receive tailored representations of each information source. In particular, in the RNN phase, we aggregate co-occurring events to obtain a sequence of event interactions and temporal edges often represent interactions such as edits, clicks or purchases, the fanout per entry by a separate RNN is used for each node type. In the bipartite graph RNN setting, we use a separate RNN for each node type. In the bipartite graph, an RNN is applied to each node; a separate RNN is used for each node type. In the bipartite graph setting, we use $\text{RNN}_{\text{A}}$ to denote the RNN component for users and $\text{RNN}_{\text{B}}$ for items. Each RNN receives an input encoding of the sequence of neighbors $N(u)$ of the given node $u$, in time order. In particular, for a given node $u$, it receives a sequence

\[
\{f(v_1); g(u, v_1, t_1); \phi(t_1), \ldots; f(v_k); g(u, v_k, t_k); \phi(t_k)\}
\]

for each $(u, v_1, t_1) \in N(u)$, where $t_1 \leq t_2 \ldots \leq t_k$. Here $\phi(t_i): \mathbb{R} \rightarrow \mathbb{R}^{D_{\text{time}}}$ is a sinusoidal encoding of the timestamp [21], defined per entry by

\[
\begin{align*}
\phi_{2j}(t_i) &= \sin\left(\frac{100}{T_{\text{max}}}t_i/10000^{2j/D_{\text{time}}}\right), \\
\phi_{2j+1}(t_i) &= \cos\left(\frac{100}{T_{\text{max}}}t_i/10000^{2j/D_{\text{time}}}\right),
\end{align*}
\]

where $D_{\text{time}}$ is the dimension of the encoding. The last hidden state of the RNN is a permutation-invariant function $\text{Agg}(S_i)$ of length $T_{\text{max}}$ as input, where $\text{Agg}$ is a permutation-invariant function and $S_i = \{i(u', v, t') \in E, t' = t, u' = u\}$ is the (multiset) of $u'$'s neighbors at time $t$. We use the aggregation function $\text{Agg}(S_i) = (\frac{1}{|S_i|} \sum_{v \in S_i} f(v); g(u, v, t); |S_i|)$, concatenating the mean node and edge features with the number of events on each day, since we find that the mean generalizes better than more complex approaches such as DeepSets [29], while we found that the number of events is a useful feature for detecting burstiness. Note that the choice of $\text{Agg}$ is the degree-scaling used in principal neighborhood aggregation [6] to better distinguish neighborhoods with similar features. We adopt this aggregation scheme when testing the core architecture on large datasets (e-commerce) in the experiments (RNN-GNN), which proves to be effective and memory efficient.

4.2 Scalable Training

While our core architecture is an effective dynamic network model, as we demonstrate in the experiments, it suffers from high memory usage when performing minibatch training on large datasets since memory usage has complexity $O(D^4)$ with increasing number of GNN layers $L$, where $D$ is the maximum number of neighbors subsampled at each layer during minibatching. The dynamic graph setting further compounds this memory problem. First, since temporal edges often represent interactions such as edits, clicks or purchases, the fanout $D$ is often very large (order of hundreds). Second, prepending an RNN module to the GNN further exacerbates the memory cost of backpropagation, in practice limiting $L$ to be 1 or 2 in order for the model to fit within a GPU minibatch. These difficulties combine to make training the core model in a standard end-to-end fashion impractical for large-scale, real-world networks.

\[\text{Existing alternatives to minibatching, such as SIGN [18], cannot be applied due to the dynamic RNN component.}\]
Alternating training of users and items

\begin{algorithm}
\begin{algorithmic}[1]
\State $X \in \mathbb{R}^{|V| \times d}$ is node embedding matrix with rows $x_u (\forall u \in V)$
\State $x_u \leftarrow 0, \forall u \in V$
\While{stopping condition not reached}
\ForAll{$u \in A$} \Comment{User round}
\State Clear gradients
\State Let $k = |N(u)|, \ (u, v_1, t_1) \in N(u)$ where $t_1 \leq \ldots \leq t_k$
\State $x_u \leftarrow \text{RNN}_1(\{f(v_1); g(u, v_1, t_1); \phi(t_1); x_{t_1}, \ldots, f(v_k); g(u, v_k, t_k); \phi(t_k); x_{t_k}\})$
\State $L \leftarrow \text{CrossEntropy} (\text{LogisticRegression}(x_u), y_u)$
\State Backpropagate $L$
\EndFor
\ForAll{$u \in B$} \Comment{Item round}
\State $x_u \leftarrow \text{Convolve}(u, N(u), X)$
\EndFor
\EndWhile
\Return $X$
\end{algorithmic}
\end{algorithm}

We tackle this difficulty by introducing an alternative training scheme that iteratively updates node embeddings by stacking multiple copies of the core architecture, circumventing end-to-end training. We (1) extend the core architecture to a deep model that alternates between the RNN and graph convolution layers, and (2) train this model one layer at a time. Although training is no-longer end-to-end, it makes training of a much deeper model possible, which in practice results in significant performance improvement.

Figure 1 shows the flow of information through the model. Throughout training, BiDyn maintains a table of current embeddings of all nodes, $x_u \in \mathbb{R}^d$, and alternates between updating user and item embeddings, as shown in Algorithm 1.

**User round.** In the user round (left component of Figure 1), the RNN phase is applied to generate updated user embeddings, which are saved back to the table and trained on the prediction task to update the RNN and logistic regression weights. With each event fed into the RNN, we concatenate the embedding of the associated item. Hence, the updated embedding of user $u \in A$ is computed as

$$x_u = \text{RNN}_1(\{f(v_1); g(u, v_1, t_1); \phi(t_1); x_{t_1}, \ldots, f(v_k); g(u, v_k, t_k); \phi(t_k); x_{t_k}\}),$$

a function of the sequence of node and edge features, time encoding and node embedding for each event. The user embeddings are fed into a logistic regression layer to compute the final abuse prediction for each user. The RNN is trained by backpropagating from the predicted abuse scores (dotted line in Figure 1). We apply the RNN in the user round since users were observed to be the source of bursty behavior (Figure 2(a)).

**Item round.** In the item round (right component of Figure 1), a graph convolution (i.e. a layer from the GNN phase) is applied to generate updated item embeddings by propagating the neighboring user embeddings. Hence, the updated embedding of item $u \in B$ is computed as

$$x_u = \text{Convolve}(u, N(u), X)$$

for some graph convolution layer Convolve.

In summary, each round improves either the user or item embeddings using the updated embeddings from the previous round.

**Algorithm 1 Alternating training of users and items.**

<table>
<thead>
<tr>
<th>GNN</th>
<th>BiDyn</th>
<th>APPNP-I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory usage per batch</td>
<td>$O(D^2)$</td>
<td>$O(D)$</td>
</tr>
<tr>
<td>Receptive field radius</td>
<td>$L$</td>
<td>$L$</td>
</tr>
<tr>
<td>Number of nonlinearities</td>
<td>$O(L)$</td>
<td>$O(L)$</td>
</tr>
</tbody>
</table>

Table 2: The scalable training scheme of BiDyn is memory-efficient, with memory cost for each training batch comparable to that of a scalable static GNN, APPNP-I. Simultaneously, it is capable of a wide receptive field and deep network, enabling high performance. Here $D$ is the maximum number of neighbors subsampled at each layer during mini-batching, and $L$ is the number of layers in the model.

This mutually recursive relationship ensures that the embeddings continually improve over time. Finally, the process terminates when a stopping condition for training is reached; in our experiments, we train for a fixed number of training rounds, then evaluate the model with lowest validation loss.

**Graph convolution without learnable parameters.** Since there is no gradient flow between the user and item round, we opt to simplify the GNN convolution layer in the item round to a layer without learnable parameters, while the user round uses a learnable RNN to characterize user preferences through aggregation of items over time. Fixed graph convolutions have been shown to be effective in recent simplified graph neural network methods [12, 24]. In the spirit of these methods, we divide the separate roles of traditional graph convolution operations into separate model components, using a fixed convolution operation to widen the receptive field of the model, and successive applications of the RNN component to increase the neural network depth. Hence, we define

$$\text{Convolve}(u, N(u), X) = ax_u + (1 - a) \sum_{v \in N(u)} x_v, \quad (7)$$

a sum aggregation with running average update. The use of sum aggregation can be viewed as a multi-dimensional version of the update step of the HTS algorithm for identifying trustworthy nodes in a network [11]. We demonstrate in the experiments that sum aggregation performs better than more complex alternatives, such as autoencoders, while also being much more efficient. We also compare against mean aggregation, which performs better in some cases, in the experiments. The hyperparameter $a \in [0, 1]$ controls the rate of diffusion of information throughout the network; thus, a high $a$ will more heavily prioritize nodes closer to $u$, better preserving the local neighborhood. We also design a convolution operation in the setting with coarse-grained timestamps:

$$\text{Convolve}(u, N(u), X) = ax_u + (1 - a) \frac{1}{|N(u)|} \sum_{t=0}^{T_{\text{max}}} \frac{1}{|S_t|} \sum_{v \in S_t} x_v, \quad (8)$$

with the $a$ and $S_t$ as defined from before. We choose this convolution empirically, with ablations in the experiments. Overall, only the RNN component of BiDyn contains learnable parameters, hence backpropagation only occurs during the user round.

**Memory usage.** As shown in Table 2, the stacked ensemble training scheme enables the model to take advantage of many of the performance benefits of a deep model without the memory expense.
of end-to-end training. The memory usage of BiDyn approaches that of the inference-time variant of APPNP (denoted by APPNP-I) [12], a scalable GNN model that trains a classifier on individual nodes and uses random walk propagation at inference time only. Each round of backpropagation for BiDyn only requires querying a node’s direct neighbors, only uses linear memory $O(D)$, and mini-batches can easily fit on a GPU, even with very large number of neighbors $D^1$. At the same time, the receptive field of the model is not bounded by memory constraints, since each user or item round increases the receptive field radius by one. Furthermore, each user round adds at least one additional nonlinearity for all embeddings that pass through it, so this stacking approach naturally receives some of the performance benefits of a deeper model.

4.3 Pretraining Framework

We further propose a scheme for pretraining in this alternating training framework, in order to benefit from unsupervised objectives. To pretrain on an auxiliary objective, simply train on this auxiliary objective during the user round for a number of epochs, then switch to the main objective. This method effectively creates a prior on both the embeddings and the network weights.

Due to the label sparsity common to abuse tasks, we propose an unsupervised pretraining task that can serve as a prior. We develop a pretraining task that draws from the anomaly detection approach to abuse detection, which leverages the phenomenon that abusive nodes will have lower probability than normal nodes under normal nodes (Observation 1) [4]. Hence, we propose a probabilistic model of user behavior in the dynamic graph setting under which abusive users will be distinct from normal users, thereby providing an initial separation of nodes for classification. Since user activity on online platforms often includes both time series and graph information, we propose a simple pretraining task that generalizes probabilistic time series and graph models. We assume a probabilistic model of user behavior in which each node $u$ has an associated latent vector $z_u$, and the distribution of events (dynamic edges) between two nodes $u \in A$ and $v \in B$ is a general point process that depends only on $z_u$ and $z_v$:

$$
\log P(G|Z) = \sum_{u \in A} \sum_{v \in A} \left( \sum_{t: (u, v, t) \in N(u)} \log \lambda(z_u, z_v, t) \right)
+ \int_0^{T_{\text{max}}} (1 - \lambda(z_u, z_v, t)) dt
$$ (9)

where $Z$ denotes the matrix of all latent vectors $z_u$, and

$$
\lambda(z_u, z_v, t) := \lim_{\Delta t \to 0} \frac{1}{\Delta t} P(\exists t' \in [t, t + \Delta t]: (u, v, t') \in E|z_u, z_v, t)
$$ (10)

gives the intensity of an event occurring between nodes $u$ and $v$ at time $t$, given their latent vectors and the observed history of events between the two nodes until time $t$.

We propose the following “random access query” pretraining task which models dynamics on several levels of resolution. Our task is to learn an embedding $z_u$ for each node in the graph. The task is to predict, for a user-item pair $(u, v) \in B$ and time interval $[t_1, t_2]$, and given $u$’s history of events until time $t_1$, whether an edge appears between $(u, v)$ in the desired time interval. We mask out all edges associated with $u$ occurring at any time $t \geq t_1$. We use a multi-layer perceptron (MLP) to estimate the probability of the edge appearing within this time interval:

$$
P(\exists (u, v, t) \in E, t \in [t_1, t_2]|z_u, z_v, t_1) = \sigma(\text{MLP}(z_u, z_v, \phi(t_1), \phi(t_2)))
$$ (11)

In principle, modeling the behavior within every time interval allows us to estimate $\lambda$ by taking $t_2 \to t_1$, hence the task fully models the time series between two nodes, while being extremely lightweight in terms of memory consumption (requiring no backpropagation through time). Furthermore, the random access objective allows for simultaneous modeling of different time scales: a model trained on this objective can perform both time series and graph autoencoder tasks, predicting events at a specific time when $t_1 = t_2$ and predicting static links when $t_1 = T_{\text{min}}$ and $t_2 = T_{\text{max}}$.

The objective, given an edge $(u, v, t) \in E$ and arbitrary time interval $[t_1, t_2]$, is as follows:

$$
L(u, v, t_1, t_2) = M(z_u, z_v, f(u), f(v), \phi(t_1), \phi(t_2))
+ M(z_u, z_v, f(u), f(v'), \phi(t_1), \phi(t_2))
$$ (12)

Here $M$ is the cross entropy loss of the MLP, where the label is whether an edge truly appears between the given user and item in the given time interval, $v'$ is a randomly chosen (perturbed) item node (hence the second term represents negative examples). We encode $t_1$ and $t_2$ using the sinusoidal encoding $\phi$ used previously. We optimize this objective for uniformly randomly selected time intervals and perturbed item nodes.

5 EXPERIMENTS

We perform many comparisons to demonstrate the efficacy of each component of our model. We demonstrate that BiDyn effectively predicts abuse on several domains, thus the approach is general.

(1) BiDyn’s dynamic graph architecture shows favorable performance in the transductive prediction setting compared to both ablations and alternative dynamic graph methods.

(2) Alternating training improves performance across datasets compared to end-to-end training, while using much less GPU memory, enabling higher throughput for production-scale use cases.

(3) Our pretraining framework and task improve performance compared to alternatives.

Experimental setup. We consider a transductive framework in which the entire dynamic graph is visible during training, but only a subset of the user labels are visible. The goal is to predict the labels
of the remaining users in the graph. 5% of the labels are visible during training; the remainder are split equally between validation and test. We train all models on all datasets for 20 epochs and take the test performance on the model with lowest validation loss.

Datasets. We perform experiments on the following proprietary (e-commerce) and open dynamic graph datasets (Wikipedia, Reddit).

- **e-commerce.** We used anonymized and subsampled data from an e-commerce website. The data is subsampled in a manner so as to be non-reflective of actual production traffic. The data consists of 500K users (1K positive), 6M items and 113M interactions aggregated over an arbitrary 2 month window. Labels indicate users marked for abusive behavior.

- **Wikipedia.** The Wikipedia dataset consists of users linked to the pages they edit. Positive users indicate those who were banned in the data collection period. There are 8227 users (187 positive), 1000 pages and 157474 interactions.

- **Reddit.** This dataset consists of users linked to the communities they participate in. Positive users indicate those who were banned in the data collection period. There are 10000 users (333 positive), 1000 communities and 672447 interactions.

Baselines. We compare against alternative dynamic graph models, as well as models that only use graph or time information.

- **Dynamic graph models.** We compare against TGAT [26], JODIE [13], DyRep [20] and TGN [17], four recently-proposed dynamic graph models. TGAT uses a GNN with temporal attention layers to attend to a node’s history. JODIE predicts trajectories of node embeddings over time as a form of self-supervision. DyRep models dynamics jointly on small and large time scales. TGN makes use of memory modules and graph-based operators. We adapt them to the transductive setting by training their dynamic node embeddings to predict the abuse labels (details in Appendix). We also compare against the core model architecture, RNN-GNN, with standard end-to-end training, using a 2-layer GNN (the maximum that can fit in GPU memory for the e-commerce dataset).

- **GNN models.** We compare against a static GNN to demonstrate that incorporating time information can improve performance in the transductive setting.

- **Recurrent models.** We compare against an RNN model with time encoding to demonstrate the value of a semisupervised approach (using information from neighboring nodes).

See the Appendix for implementation details and extended experimental results.

5.1 Model Comparison

Table 3 shows the performance of BiDyn in AUROC compared to the baselines. We compare different graph convolution variants: BiDyn (sum) represents the convolution in equation (6), BiDyn (mean) uses equation (7) but takes the mean over embeddings, and BiDyn (coarse) is the convolution in equation (8).

We evaluate the e-commerce data in both the regime where 5% of labels are seen in training (“e-com (5%)”) and 50% of labels are seen in training (“e-com (50%)”) (the 5% regime is used for the remainder of the experiments).

### Table 3: Model comparison (AUROC; absolute gain for e-commerce) classifying whether users in the network are abusive. For e-commerce, we report model performance relative to a GNN, while for public datasets we report absolute numbers. We observe that the scalable training scheme of BiDyn gives performance benefits over end-to-end training of an RNN-GNN architecture, as well as baseline dynamic graph models. Pretraining leads to further improvements in the regime with limited training labels. Many baselines do not scale, running out of memory (OOM) on e-commerce. “-” denotes entries that do not apply, e.g. BiDyn (coarse) only applies to datasets with coarse-grained timestamps.

<table>
<thead>
<tr>
<th>Method</th>
<th>e-com (5%)</th>
<th>e-com (50%)</th>
<th>Wikipedia</th>
<th>Reddit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNN</td>
<td>±0.0</td>
<td>±0.0</td>
<td>69.6 ± 0.2</td>
<td>53.7 ± 1.8</td>
</tr>
<tr>
<td>RNN</td>
<td>±0.0 ± 0.4</td>
<td>+1.8 ± 0.2</td>
<td>78.0 ± 2.3</td>
<td>51.3 ± 4.7</td>
</tr>
<tr>
<td>RNN-GNN</td>
<td>±2.2 ± 0.5</td>
<td>+1.9 ± 0.5</td>
<td>70.0 ± 0.2</td>
<td>53.8 ± 2.2</td>
</tr>
<tr>
<td>TGAT</td>
<td>±4.0 ± 0.1</td>
<td>-2.5 ± 0.6</td>
<td>73.6 ± 4.7</td>
<td>51.5 ± 2.9</td>
</tr>
<tr>
<td>TGN</td>
<td>OOM</td>
<td>OOM</td>
<td>49.0 ± 0.6</td>
<td>67.0 ± 0.6</td>
</tr>
<tr>
<td>DyRep</td>
<td>OOM</td>
<td>OOM</td>
<td>52.5 ± 0.2</td>
<td>61.4 ± 0.8</td>
</tr>
<tr>
<td>JODIE</td>
<td>OOM</td>
<td>OOM</td>
<td>53.0 ± 0.5</td>
<td>61.2 ± 0.4</td>
</tr>
</tbody>
</table>

Dyanamic graph models. We see that BiDyn (even with standard end-to-end training), and indeed the pure RNN model, outperforms TGAT in the transductive setting. Hence, we confirm the importance of modeling the entire time series of events, which TGAT’s attention layers do not sufficiently capture. By prepping an RNN making use of a compact event representation, we ensure that BiDyn models the entire time series while being light on memory usage.

Furthermore, alternating training leads to competitive or even improved performance compared to end-to-end training, despite using a GNN layer without learnable parameters. We attribute this improvement to the increased model depth made possible by a stacked model. While JODIE navigates the performance-scalability tradeoff by disconnecting gradient flow through time, BiDyn disconnects gradient flow across the layers of the stacked model, which is a more effective compromise in the transductive setting.

Finally, the performance of TGN, DyRep and JODIE are varied, with the models failing to learn the Wikipedia task (achieving near random performance) but achieving higher performance than BiDyn on the Reddit task. We hypothesize that BiDyn is more successful on Wikipedia due to its success in domains with greater network homophily: the Pearson correlation between the labels of pairs of users who share an item is 3% on Wikipedia, and only 0.5% on Reddit (different with ρ < 0.001). Despite their advantages on the Reddit domain, these models are unable to scale to the larger e-commerce dataset, running out of memory (OOM) when trained on GPU and taking over 300 hours per epoch when trained on CPU, hence cannot be used in a web-scale abuse detection pipeline. Appendix B also demonstrates that BiDyn performs comparably to these baselines on another dynamic graph dataset, MOOC [13].

Graph models. BiDyn outperforms a static GNN (the GNN phase of the Core Model Architecture), hence demonstrating the value of incorporating time information for abuse detection.
We select the best-performing variant of BiDyn on each dataset (TGAT) on AUROC by varying the amount of observed node (either coarse, mean or sum) for pretraining.

When we observe less then 5% of node labels, BiDyn achieves high AUROC compared to baselines, hence it is robust to rare training labels.

**Recurrent models.** BiDyn outperforms the RNN model with time encoding (the RNN phase of the Core Model Architecture), hence leveraging information from nearby nodes is advantageous for dealing with label sparsity.

**Pretraining.** Pretraining leads to further performance improvement, indicating that incorporating domain knowledge via the random access query objective can help to deal with label sparsity. We select the best-performing variant of BiDyn on each dataset (either coarse, mean or sum) for pretraining.

### 5.2 Robustness to Sparse Training Data

Figure 4 compares the effectiveness of BiDyn compared to TGAT and RNN at different amounts of supervision, varying the percentage of labeled nodes seen in training. We chose these baselines as they were the two best competitors to BiDyn on the Wikipedia dataset (Table 3). BiDyn outperforms the baselines when the number of training samples seen is very low (< 5%). Moreover, when the number of samples is low, the methods that rely on graph information (BiDyn, TGAT) outperform RNN. For our abuse detection use case, performing well with limited supervised data is crucial.

### 5.3 Memory and Time Comparison

Figure 5 shows BiDyn uses 10x less memory than the base RNN-GNN model (which already uses memory-saving feature representations) on the e-commerce dataset. These memory savings allow it to fit comfortably on a GPU instance and hence be efficiently trained in a production setting. Note in particular that it does not use extra memory per “layer” (training round), while TGAT and RNN-GNN increase rapidly per layer. Its low memory usage allows for larger receptive fields and less subsampling during minibatching, accounting for its higher performance. Note that TGAT uses less memory than RNN-GNN, but does not perform as well in our transductive problem setting, which prioritizes modeling the whole time series associated with each node. Furthermore, BiDyn achieves comparable or lower runtime than the baselines. When comparing memory and runtime, all models are trained with the same batch size of 64. A 128-dimensional feature is used for user nodes, and no features are used for item nodes. Though RNN-GNN (barely) fits on GPU in 2 layers, the small batch size of 64 (which was used to provide an common ground for comparison) is too small to enable high throughput in a production setting, and the memory footprint is too large to accommodate higher-dimensional node features.

### 5.4 Architecture Ablation

Table 4 compares different choices for the convolution operation. In “predict item labels”, the model must predict the binary label of the item for a separate but related item classification task. In “autoencoder”, the layer takes in an RNN sequence of its neighbors’ embeddings as input, outputs a bottleneck embedding and uses that embedding as the first hidden state of a decoder RNN whose task is to output the same sequence of neighbor embeddings, with minimum mean-squared error. The coarse-grained convolution operation of equation (7) performs best on the e-commerce dataset. The autoencoder objective performs worst, which could be explained by the high MSE of the learned model, which suggests the task may be too difficult to learn usable representations from.

### 5.5 Pretraining Validation

Table 5 compares the random access query pretraining task with a standard (static) graph autoencoder objective [10] and finds that the random access query task leads to superior performance on the abuse detection task. Thus, it is important to jointly model the temporal and graph structure to provide useful embeddings for the abuse detection task. Figure 6 confirms that the pretraining task provides a useful prior by creating an initial separation of nodes: we see a separation between abusive and normal nodes after pretraining, which is further accentuated after regular training as the model fine-tunes the embeddings for the abuse detection task.

### 6 DEPLOYMENT STRATEGIES

BiDyn can be deployed to detect abuse on e-commerce websites, social media, etc. The training method is scalable, and existing GPU infrastructure can be easily used to train and deploy these models into production. Since periodic retraining of graph models as the graph data evolves is essential in practice, efficient GPU training and light memory usage can make it easier to retrain more often for best performance. All training happens offline, and once the abusive nodes are identified, they can be passed to other downstream systems that act on this information, such as banning the users in case of Wikipedia or Reddit.
<table>
<thead>
<tr>
<th>Autoencoder</th>
<th>e-commerce</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predict item labels</td>
<td>-13.4</td>
<td>79.8 ± 2.8</td>
</tr>
<tr>
<td>BiDyn (sum)</td>
<td>-7.1</td>
<td>80.5 ± 2.3</td>
</tr>
<tr>
<td>BiDyn (mean)</td>
<td>-3.3</td>
<td>86.5 ± 1.6</td>
</tr>
<tr>
<td>BiDyn (coarse)</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Comparison of different objectives and aggregation schemes in the item step (relative change in AUROC). Coarse-grained convolution performs best on e-commerce, while sum aggregation performs best on Wikipedia.

<table>
<thead>
<tr>
<th>No pretraining</th>
<th>e-commerce</th>
<th>Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph autoencoder</td>
<td>-0.5 ± 2.2</td>
<td>86.7 ± 1.9</td>
</tr>
<tr>
<td>Random access</td>
<td>+3.3 ± 0.5</td>
<td>87.5 ± 0.6</td>
</tr>
</tbody>
</table>

Table 5: Comparison of performance on the abuse task after pretraining on different self-supervised tasks. The random access query pretraining task boosts performance on the abuse task compared to no pretraining, while the graph autoencoder task does not improve performance, hence self-supervision on both the temporal and graph structure provides an important advantage on the abuse detection task.

Figure 6: Pretraining provides initial separation between abusive and normal node embeddings on Wikipedia (left), which is further enhanced through fine-tuning on the abuse detection task (right). Here, blue nodes are normal users, red nodes are abusive users and green nodes are items. Visualized with TSNE.

One can also envision a human-in-the-loop scenario, where BiDyn determines a set of users to be banned. These users can be sent to a human auditor who makes the final decision. This process will help improve the yield of human auditors, who can rely on the ML model to send them relevant users to audit, rather than (potentially) random users. Augmenting machine learning models with a human to take the final labeling decision has been explored before [16].

7 CONCLUSION

We have presented BiDyn, a scalable dynamic graph model, training scheme and pretraining framework for detecting abuse on production-scale graphs. BiDyn efficiently combines time and structural information to detect bad actors. Our model achieves state of the art results on both public and proprietary datasets.
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A ABUSIVE BEHAVIOR ANALYSIS

<table>
<thead>
<tr>
<th>Model</th>
<th>Rel. AUROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.0</td>
</tr>
<tr>
<td>Transformer</td>
<td>-5.2</td>
</tr>
<tr>
<td>Distribution</td>
<td>-9.5</td>
</tr>
</tbody>
</table>

Table 6: The LSTM model outperforms a Transformer model, and a model using handcrafted features about the distribution of event counts, at predicting whether a user is abusive.

Table 6 shows that an LSTM model trained to predict a node’s abuse label outperforms a Transformer model, as well as a model that predict the label based on the mean and standard deviation of the number of events on each day in the training data, on the ecommerce dataset. All models receive as input a sequence of the number of edges that occurred on that day for which the given node was an endpoint, and the objective is to classify the node’s binary abuse label. Thus, considering the full time series, particularly the time ordering of events, is crucial to modeling abuse.

B EXTENDED PERFORMANCE COMPARISON

<table>
<thead>
<tr>
<th>Method</th>
<th>MOOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>63.1 ± 0.7</td>
</tr>
<tr>
<td>TGAT</td>
<td>70.0 ± 0.5</td>
</tr>
<tr>
<td>TGN</td>
<td>68.0 ± 0.4</td>
</tr>
<tr>
<td>BiDyn (mean)</td>
<td>63.5 ± 0.8</td>
</tr>
<tr>
<td>BiDyn (sum) + pretraining</td>
<td>69.7 ± 1.0</td>
</tr>
<tr>
<td></td>
<td>70.7 ± 1.5</td>
</tr>
</tbody>
</table>

Table 7: Model comparison on MOOC dataset (AUROC). BiDyn achieves performance comparable to that of more resource-heavy dynamic graph baselines, TGAT and TGN, and makes further gains through the self-supervised pretraining objective.

C IMPLEMENTATION DETAILS

Here we describe the hyperparameters and other implementation details of the models tested in the experiments. We manually tuned the hyperparameters for each model. Due to the proprietary nature of the e-commerce dataset, we describe settings on the open Wikipedia and Reddit datasets. We plan to make our code publicly available.

C.1 General

We test all methods for 10 trials and report mean and standard deviation AUROC. For RNN, RNN-GNN and BiDyn, we use a time encoding of dimension $D_{time} = 32$.

C.2 GNN

The hyperparameters to the GNN are listed in Table 8. The GNN is the GNN phase defined in CoreModel Architecture (using a logistic regression on the last hidden state to predict the abuse label). We observe a slight performance advantage from using separate weight matrices $W^l$ and $W_{msg}$ when computing embeddings for user versus item nodes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden dimension</td>
<td>128</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Neighbors sampled per layer</td>
<td>60</td>
</tr>
<tr>
<td>Batch size</td>
<td>1000</td>
</tr>
<tr>
<td>Epochs</td>
<td>30</td>
</tr>
<tr>
<td>Layers</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8: Hyperparameters for the GNN model.

C.3 RNN

The hyperparameters to the RNN are listed in Table 9. The RNN is the RNN phase defined in Core Model Architecture (using a logistic regression on the last hidden state to predict the abuse label).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden dimension</td>
<td>64</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
<tr>
<td>Layers</td>
<td>2</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 9: Hyperparameters for the RNN model.

C.4 RNN-GNN

When testing on e-commerce, we do not use node or edge features in the RNN phase (so the RNN is fed a sequence of the number of events on each timestamp), in order to fit the model in GPU memory; node features are used in the GNN phase. For the other datasets, we use the full RNN (i.e. equation (2), not the coarse-grained version). The hyperparameters to the RNN-GNN are listed in Table 10.

C.5 Baselines

TGAT. We adopt the TGAT architecture, but adapt the training objective to our transductive task. We compute the embedding of each user node on its last time step and use a logistic regression head on this embedding to predict the binary abuse label, trained via cross-entropy loss. We use the official implementation provided in https://github.com/StatsDLMathsRecomSys/Inductive-
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden dimension</td>
<td>32</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Batch size</td>
<td>1000</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
<tr>
<td>RNN layers</td>
<td>2</td>
</tr>
<tr>
<td>GNN layers</td>
<td>2</td>
</tr>
<tr>
<td>Dropout</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 10: Hyperparameters for the RNN-GNN model.

representation-learning-on-temporal-graphs. The hyperparameters to TGAT are listed in Table 11.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layers</td>
<td>2</td>
</tr>
<tr>
<td>Neighbors sampled per layer</td>
<td>60</td>
</tr>
<tr>
<td>Attention heads</td>
<td>2</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Node dimension</td>
<td>100</td>
</tr>
<tr>
<td>Time dimension</td>
<td>100</td>
</tr>
<tr>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 11: Hyperparameters for the TGAT model.

TGN, JODIE, DyRep. We use the implementation for TGN, JODIE and DyRep provided in https://github.com/twitter-research/tgn. We first pretrain all models with their respective self-supervised event prediction tasks. Then, we fine-tune the models on a transductive prediction task. In this task, we append each model’s respective decoder head to the temporal node embedding of each user, which predicts the binary abuse label. Finally, at evaluation time, we predict the abuse label of each user by applying the decoder head to the last temporal embedding of that user. We use the default parameters for each model.

C.6 BiDyn

Hyperparameters. The hyperparameters to BiDyn are listed in Table 12. While the model can support much higher number of neighbors sampled per layer, we choose to uniformly randomly subsample 200 neighbors for each node during preprocessing due to diminishing performance gains with higher number of neighbors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighbors sampled per layer</td>
<td>200</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Embedding dimension</td>
<td>64</td>
</tr>
<tr>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Epochs</td>
<td>20</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 12: Hyperparameters for the BiDyn model.

C.7 Pretraining

Link prediction. We use the non-probabilistic graph autoencoder model [10] to learn node embeddings. To create a training batch, we sample a random set of user nodes and a random set of item nodes, and predict all the pairwise edge relationships between them, where the ground truth label is whether an edge actually appears between that user and item. The model parameters are the same as in Table 12.